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Abstract

We formulate and optimally solve a new generalized Set Similarity Search problem, which
assumes the size of the database and query sets are known in advance. By creating polylog
copies of our data-structure, we optimally solve any symmetric Approximate Set Similarity
Search problem, including approximate versions of Subset Search, Maximum Inner Product
Search (MIPS), Jaccard Similarity Search and Partial Match.

Our algorithm can be seen as a natural generalization of previous work on Set as well as
Euclidean Similarity Search, but conceptually it differs by optimally exploiting the information
present in the sets as well as their complements, and doing so asymmetrically between queries
and stored sets. Doing so we improve upon the best previous work: MinHash [J. Discrete
Algorithms 1998], SimHash [STOC 2002], Spherical LSF [SODA 2016, 2017] and Chosen Path
[STOC 2017] by as much as a factor n%!* in both time and space; or in the near-constant time
regime, in space, by an arbitrarily large polynomial factor.

Turning the geometric concept, based on Boolean supermajority functions, into a practical
algorithm requires ideas from branching random walks on Z?2, for which we give the first non-
asymptotic near tight analysis.

Our lower bounds follow from new hypercontractive arguments, which can be seen as char-
acterizing the exact family of similarity search problems for which supermajorities are optimal.
The optimality holds for among all hashing based data structures in the random setting, and
by reductions, for 1 cell and 2 cell probe data structures. As a side effect, we obtain new
hypercontractive bounds on the directed noise operator Tg’l_’p‘z.

*A previous version of this manuscript has appeared on arXiv.org under the title “Subsets and Supermajorities:
Unifying Hashing-based Set Similarity Search”.
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1 Introduction

Set Similarity Search (SSS) is the problem of indexing sets (or sparse boolean data) to allow fast
retrieval of sets, similar under a given similarity measure. The sets may represent one-hot encodings
of categorical data, “bag of words” representations of documents, or “visual/neural bag of words”
models, such as the Scale-invariant feature transform (SIFT), that have been discretized. The
applications are ubiquitous across Computer Science, touching everything from recommendation
systems to gene sequences comparison. See [20], 40] for recent surveys of methods and applications.

Set similarity measures are any function, s that takes two sets and return s value in [0, 1].
Unfortunately, most variants of Set Similarity Search, such as Partial Match, are hard to solve
assuming popular conjectures around the Orthogonal Vectors Problem [67, 5] [, 25], which roughly
implies that the best possible algorithm is to not build an index, and “just brute force” scan through
all the data, on every query. A way to get around this is to study Approximate SSS: Given a query,
q, for which the most similar set y has similarity(q,y) > s1, we are allowed to return any set y’
with similarity(q,y") > s1, where so < s1. In practice, even the best exact algorithms for similarity
search use such an (s, 32)—approximateE| solution as a subroutine [29].

!By classical reductions [38] we can assume s1 is known in advance.



Euclidean Similarity Search, where the data is vectors z € R? and the measure of similarity
is “Cosine”, has recently been solved optimally — at least in the model of hashing based data
structures [I1) 9]. Meanwhile, the problem on sets has proven much less tractable. This is despite
that the first solutions date back to the seminal MinHash algorithm (a.k.a. min-wise hashing),
introduced by Broder et al. [21], 20] in 1997 and by now boasting thousands of citations. In 2014
MinHash was shown to be near-optimal for set intersection estimation [55], but in a surprising
recent development, it was shown not to be optimal for similarity search [28]. The question thus
remained: What s the optimal algorithm for Set Similarity Search?

The question is made harder by the fact that previous algorithms study the problem under
different similarity measures, such as Jaccard, Cosine or Braun-Blanquet similarity. The only thing
those measures have in common is that they can be defined as a function f of the sets sizes, the
universe size and the intersection size. In other words, similarity(q,y) = f(|q|, [y, [¢Nyl|, |U|) where
|U| is the size of the universe from which the sets are taken. In fact, any symmetric measure of
similarity for sets must be defined by those four quantities.

Hence, to fully solve Set Similarity Search, we avoid specifying a particular similarity measure,
and instead define the problem solely from those four parameters. This generalized problem is what
we solve optimally in this paper, for all values of the four parameters:

Definition 1 (The (wq,wy,w:,w2)-GapSS problem). Given some universe U and a collection
Y C (WHUI) of |Y| =n sets of size wy|U|, build a data structure that for any query set q € (w:{w):
either returns y' € Y with |y’ Nq| > wa|U|; or determines that there is noy € Y with |[yNgq| > w1 |U]|.

For the problem to make sense, we assume that w,|U| and w,, |U| are integers, that wg, w,, € [0, 1],
and that 0 < wp < wy; < min{wg, w, }. Note that |[U| may be very large, and as a consequence the
values wg, wy, w1, wz may all be very small.

At first sight, the problem may seem easier than the version where the sizes of sets may vary.
However, the point is that making polylog(n) data-structures for sets and queries of progressively
bigger sizesE| immediately yields data structures for the original problem. Similarly, any algorithm
assuming a specific set similarity measure also yields an algorithm for (wq, wy, w1, w2)-GapSS, so
our lower bounds too hold for all previously studied SSS problems.

Example 1 As an example, assume we want to solve the Subset Search Problem, in which we,
given a query ¢, want to find a set y in the database, such that y C ¢g. If we allow a two-approximate
solution, GapSS includes this problem by setting w; = w, and ws = wy/2: The overlap between
the sets must equal the size of the stored sets; and we are guaranteed to return a y’ such that at
least g Ny'| > [y|/2.

Example 2 In the (j1,j2)-Jaccard Similarity Search Problem, given a query, ¢, we must find y
such that the Jaccard Similarity |¢Ny|/|gUy| > j2 given that a ¢’ exists with similarity at least jj.

After partitioning the sets by size, we can solve the problem using GapSS by setting w; = %
and wy = % The same reduction works for any other similarity measure with polylog(n)
overhead.

The version of this problem where we = wqw,, is similar to what is in the literature called “the
random instance” [56] [44l, [10]. To see why, consider generating n — 1 sets independently at random
with size w,|U|, and a “planted” pair, (¢,y), with size respectively w,|U| and w,|U| and with

2For details, see [28] Section 5. A similar reduction, called “norm ranging”, was recently shown at NeurIPS to
give state of the art results for Maximum Inner Product Search in R¢ [69], suggesting it is very practical.
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(a) Two cohorts, y and ¢ with a large (b) Branching random walk run on two cohorts ¢ and y. The
intersection (blue). The first representa- bold lines illustrate paths considered by sets, while the dashed
tive set, s, favours y, while the second, s/, lines adorn paths only considered by only one of z or y. Here ¢
favours both y and g. has a higher threshold (¢, = 2/3) than y (¢, = 1/2), so ¢ only

considers paths starting with two favourable representatives.

Figure 1: The representative sets, coloured in red, are scattered in the universe to provide an
efficient space partition for the data.

intersection |¢ Ny| = w1|U|. Insert the size w,|U| sets into the database and query with ¢. Since
q is independent from the n — 1 original sets, its intersection with those is strongly concentrated
around the expectation wyw, |U|. Thus, if we parametrize GapSS with wy = wyw, +o0(1), the query
for ¢ is guaranteed to return the planted set y.

There is a tradition in the Similarity Search literature for studying such this independent case,
in part because it is expected that one can always reduce to the random instance, for example using
the techniques of “data-dependent hashing” [8| [IT]. However, for such a reduction to make sense,
we would first need an optimal “data-independent” algorithm for the ws = wqw, case, which is
what we provide in this paper. We discuss this further in the Related Work section.

For generality we still define the problem for all we € (0,w7), our upper bound holds in this
general setting and so does the lower bound Theorem

We give our new results in Section [1.2| and our new lower bounds in Section but first we
would like to sketch the algorithm and some probabilistic tools used in the theorem statement.

1.1 Supermajorities

In Social Choice Theory a supermajority is when a fraction strictly greater than 1/2 of people agree
about somethingﬂ In the analysis of Boolean functions a t-supermajority function f : {0,1}" —
{0,1} can be defined as 1, if a fraction > t of its arguments are 1, and 0 otherwise. We will
sometimes use the same word for the requirement that a fraction < ¢ of the arguments are 1E|
The main conceptual point of our algorithm is the realization that an optimal algorithm for Set
Similarity Search must take advantage of the information present in the given sets, as well as that
present in their complement. A similar idea was leveraged by Cohen et al. [30] for Set Similarity
Estimation, and we show in Section that the classical MinHash algorithm can be seen as an
average of functions that pull varying amounts of information from the sets and their complements.

3«America was founded on majority rule, not supermajority rule. Somehow, over the years, this has morphed into
supermajority rule, and that changes things.” — Kent Conrad.

Tt turns out that defining everything in terms of having a fraction t & o(1) of 1’s is also sufficient. This is similar
to Dubiner [33].



In this paper, we show that there is a better way of combining this information, and that doing
so results in an optimal hashing based data structure for the entire parameter space of random
instance GapSS.

This way of combining this information is by supermajority functions. While on the surface they
will seem similar to the threshold methods applied for time/space trade-offs in Spherical LSF [9],
our use of them is very different. Where [9] corresponds to using small ¢ = 1/2 + o(1) thresholds
(essentially simple majorities) our ¢ may be as large as 1 (corresponding to the AND function) or
as small as 0 (the NOT AND function). This way they are a sense as much a requirement on the
complement as it is on the sets themselves.

The algorithm (idealized): While our data structure is technically a tree with a carefully designed
pruning rule, the basic concept is very simple.

We start by sampling a large number of “representative sets” R C (g) Here roughly |R| =~ nl8™
and k =~ logn. Given family Y C (wﬁU\) of sets to store, which we call “cohorts”, we say that

r € R “t-favours” the cohort y if |y N r|/|r| > t. Representing sets as vectors in {0,1}%, this is
equivalent to saying f;(r Ny) = 1, where f; is the t-supermajority function. (If ¢ is less than w,,
the expected size of the overlap, we instead require |y Nr|/|r| < t.)

Given the parameters t4,t, € [0,1], the data-structure is a map from elements of R to the
cohorts they t,-favour. When given a query ¢ € (wﬁU\)’ (a wq|U| sized cohort), we compare it
against all cohorts y favoured by representatives r € R which t,-favour ¢ (that is |g N r|/|r| > t,).
This set Ry, (¢) is much smaller than |R| (we will have |Ry, (¢)| = n® and E[|Ry, (y)NRy,(q)|] = n°1),
so the filtering procedure greatly reduces the number of cohorts we need to compare to the query
from n to n® (where € = p, < 1 is defined later.)

The intuition is that while it is quite unlikely for a representative to favour a given cohort,
and it is very unlikely for it to favour two given cohorts (¢ and y). So if it does, the two cohorts
probably have a substantial overlap. Figure [lal has a simple illustration of this principle.

In order to fully understand supermajorities, we want to understand the probability that a
representative set is simultaneously in favour of two distinct cohorts given their overlap and repre-
sentative sizes. This paragraph is a bit technical, and may be skipped at first read. Chernoff bounds
in R are a common tool in the community, and for iid. X; ~ Bernoulli(p) € {0,1} the sharpest
form (with a matching lower bound) is Pr[>_ X; > tn] < exp(—nd(t]| p))E| which uses the binary
KL-Divergence d(¢ || p) = tlog% + (1 —1t)log 11%;. The Chernoff bound for R? is less common, but
likewise has a tight description in terms of the KL-Divergence between two discrete distributions:

D(P| Q)= cqP(w)log % (summing over the possible events). In our case, we represent the

four events that can happen as we sample an element of U as a vector X; € {0,1}%. Here X; = [{]

means the ith element hit both cohorts, X; = [}] means it hit only the first and so on. We repre-

sent the distribution of each X; as a matrix P = [wuw_lw ) 1_5‘;‘1__1;211[} ;e and say X; ~ Bernoulli(P)
iid. such that Pr[X; = [%:i]] = Pji. Then Pr[}°X; > [Z‘i]n] ~ exp(—nD(T || P)) where
T= tut—ltl 1_ttqq—_tt;+t1} and t1 € [0, min{t,, t;}] minimizes D(T || P). (Here the notation [y ] > [f;“;]

means x > t, Ay > t,.)

The optimality of Supermajorities for Set Similarity Search is shown using a certain correspon-
dence we show between the Information Theoretical quantities described above, and the hypercon-
tractive inequalities that have been central in all previous lower bounds for similarity search.

These bounds above would immediately allow a cell probe version of our upper bound Theo-

5 A special case of Hoeffding’s inequality is obtained by d(p + ¢ || p) > 22, Pinsker’s inequality.



D(Ty || P1)—d(tq || wq)
rem |1}, e.g. a query would require nPT2172)-dtaTwe) probes, where P; =

w; Wq—w1
Wy —W; 1—Wqg—Wy+w;

T; defined accordingly. The algorithmic challenge is that, for optimal performance, |R| must be
in the order of Q(n'°¢"), and so checking which representatives favour a given cohort takes super
polynomial time!

The classical approach to designing an oracle to efficiently yield all such representatives, , is a
product-code or “tensoring trick”. The idea, (used by [27, [16]), is to choose a smaller k' ~ V/k,

make k/k’ different R} sets of size nV'°8™ and take R as the product R} x - - x R}, sy As each R’ can

now be decoded in n°) time, so can R. This approach, however, in the case of Supermajorities,
has a big drawback: Since tqk’ and t, k' must be integers, ty and t, have to be rounded and thus

distorted by a factor 1+1/k’. Eventually, this ends up costing us a factor w; kK" which can be much
larger than n. For this reason, we need a decoding algorithm that allows us to use supermajorities
with as large a k as possible!

We instead augment the above representative sampling procedure as follows: Instead of inde-
pendent sampling sets, we (implicitly) sample a large, random height k& tree, with nodes being
elements from the universe. The representative sets are taken to be each path from the root to a
leaf. Hence, some sets in R share a common prefix, but mostly they are still independent. We then
add the extra constraint that each of the prefizes of a representative has to be in favour of a cohort,
rather than only having this requirement on the final set. This is the key to making the tree useful:
Now given a cohort, we walk down tree, pruning any branches that do not consistently favour a
supermajority of the cohort. Figure [Ib]has a simple illustration of this algorithm and Algorithm []
has a pseudo-code implementation. This pruning procedure can be shown to imply that we only
spend time on representative sets that end up being in favour of our cohort, while only weakening
the geometric properties of the idealized algorithm negligibly.

While conceptually simple and easy to implement (modulo a few tricks to prevent dependency
on the size of the universe, |U]), the pruning rule introduces dependencies that are quite tricky
to analyze sufficiently tight. The way to handle this will be to consider the tree as a “branching
random walk” over Zi where the value represents the size of the representative’s intersection with
the query and a given set respectively. The paths in the random walk at step ¢ must be in the
quadrant [t44,1] X [t,4, ¢] while only increasing with a bias of [;,?] per step. The branching factor is
carefully tuned to just the right number of paths survive to the end.

and

The “history” aspect of the pruning is a very important property of our algorithm, and is where it
conceptually differs from all previous work.

Previous Locality Sensitive Filtering, LSF, algorithms [28| [I0] can be seen as trees with pruning,
but their pruning is on the individual node level, rather than on the entire path. This makes a
big difference in which space partitions can be represented, since pruning on node level ends up
representing the intersection of simple partitions, which can never represent Supermajorities in an
efficient way. In [16] a similar idea was discussed heuristically for Gaussian filters, but ultimately
tensoring was sufficient for their needs, and the idea was never analyzed.

1.2 Upper Bounds

As discussed, the performance of our algorithm is described in terms of KL-divergences. To ease
understanding, we give a number of special cases, in which the general bound simplifies. The
bounds in this section assume wgy,w,, w1, ws are constants. See Section for a version without
this assumption.



Theorem 1 (Simple Upper Bound). For any choice of constants wq,w, > wi > we > 0 and
1 > tg,tu = 0 we can solve the (wq,wu,wl,wg)-GgpSS problem over universe U with query time
O(nfe + wy|U|) +n°Y) and auziliary space usage O(n'*Pv), where

Do = D(T1 || P1) — d(tq || wg) P D(T || P1) — d(tu || wu)
DT Py) —d(tgllwg)” T D(T2 || P) — d(tg [lwg)

and Th, Ty are distributions with expectation [EZ] minimizing respectively D(T || P1) and D(Ts || P),
as described in Section [L1l

The two bounds differ only in the d(t, || w,y) and d(%, || w,) terms in the numerator. The thresh-
olds t, and t, can be chosen freely in [0, 1]2. Varying them compared to each other allows a full
space/time trade-off with p, = 0 in one end and p, = 0 (and p,; < 1) in the other. Note that for a
given GapSS instance, there are many (,,t,) which are not optimal anywhere on the space/time
trade-off. Using Lagrange’s condition Vp, = AVp, one gets a simple equation that all optimal
(tq,tu) trade-offs must satisfy. As we will discuss later, it seems difficult to prove that a solution to
this equation is unique, but in practice it is easy to solve and provides an efficient way to optimize
pq given a space budget n'™Pv. Figure [2 and Figure |3 provides some additional intuition for how
the p values behave for different settings of GapSS.

Regarding the other terms in the theorem, we note that the O hides only logn factors, and the
additive n°) term grows as e@(Vlegnloglogn) "which is negligible unless pq = 0. We also note that
there is no dependence on |U|, other than the need to store the original dataset and the additive
wq|U|, which is just the time it takes to receive the query. The main difference between this theorem
and the full version, is that the full theorem does not assume the parameters (wq, wy, w1, ws) are
constants, but consider them potentially very small. In this more realistic scenario it becomes very
important to limit the dependency on factors like w; ! which is what guides a lot of our algorithmic
decisions.

Example 1: Near balanced p values. As noted, many pairs (t4,%,) are not optimal on the
trade-off, in that one can reduce one or both of p4, p, by changing them. The pairs that are optimal
are not always simple to express, so it is interesting to study those that are. One such particularly
simple choice on the Lagrangian is t; = 1 —w, and t, = 1 — wqﬁ This point is special because the
values of t, and ¢, depend only on w, and w,, while in general they will also depend on w; and

1—wg—wy+w; wy—w;

wo. In this setting we have T; = w105 or ], which can be plugged into Theorem

In the case w, = w,, = w we get the balanced p values p; = p, = log(%l_é;ii’wl)/ log (%2 1w
in which case it is simple to compare with Chosen Path’s p value of log(“)/log(“2). Chosen Path
on balanced sets was shown in [28] to be optimal for w,w;,ws small enough, and we see that
Supermajorities do indeed recover this value for that range.

We give a separate lower bound in Section showing that this value is in fact optimal when

W9 = WqWy.

Example 2: Subset/superset queries. If w; = min{w,, w,} and wy = w,w, we can take t;, =

—a wq(1—wy) _ wy(l—wy)wg(1-wq) 1 _ wy (1—=wg) _ _
T — and t, = g a o= for any a € (w1 —wqwy, max{w,, wy}

5To make matters complicated, this is a simple choice and on the Lagrangian, but that doesn’t prove another
point on the Lagrangian won’t reduce both p, and p, and thus be better. That we have a matching lower bound
for the algorithm doesn’t help, since it only matches the upper bound for (t4,¢,) minimal in Theorem [} In the case
wq = w, we can, however, prove that this ¢, ¢, pair is optimal.

w 1—2wtws

~—



wqwy|. Theorem 1| then gives data structures with

tylog = T — ty log 1= 1- tq (1 —ty)log ;—‘2 — (1 —tq)log L= ‘

e T, Pu= AT o=,
—(1 —ty)log ;—‘2 + (1 —t4)log ;—1 —t,log = Tou + tulog 1= 1— tq |

Py = At 00) Pu= at o) o =g

This represents one of the cases where we can solve the Lagrangian equation to get a complete
characterization of the t,, ¢, values that give the optimal trade-offs. Note that when w; = w,
or wi = wgy, the P matrix as used in the theorem has 0’s in it. The only way the KL-divergence
D(T || P) can then be finite is by having the corresponding elements of 7' be 0 and use the fact that
OIOgg is defined to be 0 in this context.

Example 3: Linear space/constant time. Setting ¢; in 7} = tutjtl 17:;:51 +t1} such that
t t u —
either w—ll = wqﬂ;l or 5}11 = uf 31 we get respectively D(T1 || P1) = d(tq || wq) or D(T1 || P1) =

d(ty || wy). Theorem [1] then yields algorithms with either p; = 0 or p, = 0 corresponding to either
a data structure with ~ eO(VIogn) query time, or with O(n) auxiliary space. Like [9] we have pg <1
for any parameter choice, even when p, = 0. For very small w, and w,, < exp(—+/logn) there are
some extra concerns which are discussed after the main theorem.

1.3 Lower Bounds

Results on approximate similarity search are usually phrased in terms of two quantities: (1) The
“query exponent” p, € [0,1] which determines the query time by bounding it by O(nfe); (2) The
“update exponent” p, € [0,1] which determines the time required to update the data structure
when a point is inserted or deleted in Y and is given by O(nf*). The update exponent also bounds
the space usage as O(n'*Pv). Given parameters (wg,wy, w1, ws), the important question is for
which pairs of (pg, pu) there exists data structures. E.g. given a space budget imposed by p,, we
ask how small can one make p,?

Since the first lower bounds on Locality Sensitive Hashing [49], lower bounds for approximate
near neighbours have split into two kinds: (1) Cell probe lower bounds [57, 58, 9] and (2) Lower
bounds in restricted models [52], 13, O, 28]. The most general such model for data-independent
algorithms was formulated by [9] and defines a type of data structure called “list of points”:

Definition 2 (List-of-points). Given some universes, Q, U, a similarity measure S : Q xU — [0, 1]
and two thresholds 1 > s1 > s9 > 0,

1. We fix (possibly random) sets A; C {—1,1}¢, for 1 < i < m; and with each possible query
point ¢ € {—1,1}¢, we associate a (random) set of indices 1(q) C [m];

2. For a given dataset P, we maintain m lists of points L1, Lo, ..., Ly, where L; = PN A;.

3. On query q, we scan through each list L; for i € 1(q) and check whether there exists some
p € L; with S(q,p) > sa. If it exists, return p.

The data structure succeeds, for a given q € Q,p € P with S(q,p) > s1, if there exists i € I(q)
such that p € L;. The total space is defined by S = m + Zie[m] |L;| and the query time by

— ()] + Sierp | Lil



The List-of-points model contains all known Similarity Search data structures, except for the
so-called “data-dependent algorithms”. It is however conjectured [I0] that data-dependency does
not help on random instances (recall this corresponds to wy = wqw,), which is the setting of
Theorem [

We show two main lower bounds: (1) That requires wy = w,, and p, = p, and (2) That requires
wa = wqw,. The second type is tight everywhere, but quite technical. The first type meanwhile is
quite simple to state, informally:

Theorem 2. If w, = w, = w and p, = pg = p, any data-independent LSF data structure must use

space n' TP and have query time nP where p > log(;"(ll__“lf))/ log(gfl__"f;)) .

The LSF Model defined in [16], 28] generalizes [49, 54], but is slightly stronger than list-of-
points. It is most likely that they are equivalent, so we defer its definition till Definition [4]
We will just note that previous bounds of this type [54, 28] were only asymptotic, whereas our
lower bound holds over the entire range of 0 < ws < w; < w < 1. By comparison with
p= log(%) / log(%) from Example 1 in the Upper Bounds section, we see that
the lower bound is sharp when w,w;,ws — (ﬂ and also for w; — w, since w(l — 2w + wy) =
w(l —w) —w(w — wy). However, for wy = w? (the random instance), Theorem just says p > 0,
which means it tells us nothing.

For the random instances, we give an even stronger lower bound, which gets rid of the restrictions
wq = wy and p; = p,. This lower bound is tight for any 0 < wyw, < w; < min{wg, w,} in the
list-of-points model.

Theorem 3. Consider any list-of-point data structure for the (wq, wy,, w1, wqw,)-GapSS problem
over a universe of size d of n points with wqw,d = w(logn), which uses expected space n'tPe . has
expected query time nP1=°r(Y) | and succeeds with probability at least 0.99. Then for every a € [0,1]
we have that

D(T|[ P) — d(tq [l w,)

AT EL IR

ap;+ (1 —a)p, >  inf <a

T tg,tu€l0,1] d(ty || wu) d(ty || wu)
tu?éwu
where P = | , " 17&’;‘5:;11”1] and T = arg inf D(T| P).

— tll
T<<P’X§T[X]_[tu]

Note that for wy = wyw,,, the term D(T5 || P2), in Theorem [1} splits into d(¢, || wq) + d(ty || wy),
and so the upper and lower bounds perfectly match. This shows that for any linear combination of
pq and p, our algorithm obtains the minimal value. By continuity of the terms, this equivalently
states as saying that no list-of-points algorithm can get a better query time than our Theorem
given a space budget imposed by py,. |§|

Example 1: Choices for t, and t,. As in the upper bounds, it is not easy to prove that a
particular choice of ¢, and ¢,, minimizes the lower bound. One might hope that having corresponding
lower and upper bounds would help in this endeavour, but alas both results have a minimization.

TAs w, w1, w2 — 0 we recover the lower bound p > log(“1)/log (“2) obtained for Chosen Path in [28].

8It is easy to see that p, = 0 minimizes ap, + (1 — a)p, when o = 0, and similarly p, = pmar minimizes
apg + (1 — a)py, when a = 1, where pmae is the minimal space usage when pg = 0. Furthermore, we note that when
we change a from 0 to 1, then p, will continuously and monotonically go from 0 to pas. This shows that for every
pu € [0, pmaz] there exists an a such that apq + (1 — @)py is minimized, where pq is best query time given the space
budget imposed by p,.



E.g. setting t;, = 1 —w, and t, = 1 — w, the expression in Theorem |§| we obtain the same value as
in Theorem (1, however it could be (though we strongly conjecture not) that another set of values
would reduce both the upper and lower bound.

The good news is that the hypercontractive inequality by Oleszkiewicz [53], can be used to
prove certain optimal choices on the space/time trade—offﬂ In particular we will show that for
wq = wy = w the choice t; = t, = 1 — w is optimal in the lower bound, and matches exactly the

value p = log (%) / log(#ﬁ%z)) from Example 1 in the Upper Bounds section.
Example 2: Cell probe bounds Panigrahy et al. [57, 58], [42] created a framework for showing
cell probe lower bounds for problems like approximate near-neighbour search and partial match
based on a notion of “robust metric expansion”. Using the hypercontractive inequalities shown in
this paper with this framework, as well (as the extension by [9]), we can show, unconditionally, that
no data structure, which probes only 1 or 2 memory locationﬂﬂ7 can improve upon the space usage
of n'*Pu obtained by Theorem (1] as we let pq = 0. In particular, this shows that the near-constant
query time regime from Example 3 in the Upper Bounds is optimal up to n°() factors in time and
space.

1.4 Technical Overview

The contributions of the paper are conceptual as well as technical. To a large part, what enables
tight upper and lower parts is defining the right problem to study. The second part is realizing
which geometry is going to work and proving it in a strong enough model. Lastly, a number of
tricky algorithmic problems arise, requiring a novel algorithm and a new analysis of 2-dimensional
branching random walks of exponentially tilted variables.

Supermajorities — why do they work? Representing sets z C U as a vector x € {0, 1}|U| and
scaling by 1/4/|z], we get ||z||2 = 1, and it is natural to assume the optimal Similarity Search data
structure for data on the unit-sphere — Spherical LSF — should be a good choice. Unfortunately
this throws away two key properties of the data: that the vectors are sparse, and that they are
non-negative. Algorithms like MinHash, which are specifically designed for this type of data, take
advantage of the sparsity by entirely disregarding the remaining universe, U. This is seen by the
fact that adding new elements to U never changes the MinHash of a set. Meanwhile Spherical LSF
takes the inner product between x and a Gaussian vector scaled down by 1/ \/@ , S0 each new
element added to U, in a sense, lowers the “sensitivity” to x.

In an alternative situation we might imagine |z| being nearly as big as |U|. In this case we
would clearly prefer to work with U \ z, since information about an element that is left out, is much
more valuable than information about an element contained in z. What Supermajorities does can
be seen as balancing how much information to include from x with how much to include from U \ .
A very good example of this is in Section [£.2] which shows how to view MinHash as an average
of simple algorithms that sample a specific amount from each of x and U \ z. Supermajorities,
however, does this in a more clever way, that turns out to be optimal. A crucial advantage is the
knowledge of the size of x, as well as the future queries, which allow us to use different thresholds
on the storage and query side, each which is perfectly balanced to the problem instance.

9The generalizations by Wolff [68] could in principle expand this range, but they are only tight up to a constant
in the exponent.

OFor 1 probe, the word size can be no(l), whereas for the 2 probe argument, the word size can only be o(logn) for
the lower bound to hold.
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As an interesting side effect, the extra flexibility afforded by our approach allows balancing the
time required to perform queries with the size of the database. It is perhaps surprising that this
simple balancing act is enough to be optimal across all hashing algorithms as well as 1 cell and 2
cell probe data structures.

The results turn out to be best described in terms of the KL-divergences D(T' || P) — d(t, || wq)
and D(T || P) — d(ty || wy), which are equivalent to D(Txy || PyxTx) and D(Txy || PxyTy). Here
Pxy is the distribution of a coordinated sample from both a query and a dataset, Px and Py
are the marginals, and Txy is roughly the distribution of samples conditioned on having a shared
representative set. Intuitively these describe the amount of information gained when observing a
sample from Txy given a belief that X (resp. Y') is distributed as 7" and Y (resp. X) is distributed
as P. In this framework, Supermajorities can be seen as a continuation of the Entropy LSH
approach by [56].

Branching Random Walks Making Supermajorities a real algorithm (rather than just cell
probe), requires, as discussed in the introduction, an efficient decoding algorithm of which rep-
resentative sets overlap with a given cohort. Previous LSF methods can be seen as trees, with
independent pruning in each leaf, going back to the LSH forest in 2005 [15, 12]. Our method is
the first to significantly depart from this idea: While still a tree, our pruning is highly dependent
across the levels of the tree, carrying a state from the root to the leaf which needs be considered
by the pruning as well as the analysis. In “branching random walk”, the state is represented in the
“random walk”, while the tree is what makes it branching. While considered heuristically in [16],
such a stateful oracle has not before been analysed, partly because it wasn’t necessary. For Super-
majorities, meanwhile, it is crucially important. The reason is that failure of the “tensoring trick”
employed previously in the literature, when working with thresholds.

The approach from [7), 16, 9] when applied to our scheme would correspond to making our

representatives have size just vk (so there are only |R/| ~ ¢©(VI€™) of them,) and then make
R'®VE our new R. Since R’ can be decoded in n°() time, and the second step can be made to take
only time proportional to the output, this works well for some cases. This approach has two main
issues: (1) There is a certain overhead that comes from not using the optimal filters, but only an

approximation. However, this gives only a factor e?(V108m) which is usually tolerated. Worse is
(2): Since the thresholds ¢,k and ¢,k have to be integral, using representative sets of size vk means
we have to “repair” them by a multiplicative distortion of approximately 1+ 1/ V'k, compared to

1+ 1/k for the “real” filters. This turns out to cost as much as w; VF which can easily be much
larger than the polynomial cost in n. In a sense, this shows that supermajority functions must be
applied to measure the entire representative part of a cohort at once! This makes tensoring not
well fit for our purposes.

A pruned branching random walk on the real line can be described in the following way. An
initial ancestor is created with value 0 and form the zeroth generation. The people in the ith
generation give birth A times each and independently of one another to form the (i+1)th generation.
The people in the (i + 1)th generation inherit the value, v, of their parent plus an independent
random variable X. If ever v + X < 0, the child doesn’t survive. After k generations, we expect by
linearity A* PriVi<k > i€l X; > 0] people to be alive, where X; are iid. random variables as used
in the branching. A pruned 2d-branching random walk is simply one using values € R2.

Branching random walks have been analysed before in the Brownian motion literature [63]. They
are commonly analysed using the second-moment method, however, as noted by Bramson [I§]: “an
immediate frontal assault using moment estimates, but ignoring the branching structure of the

11



process, will fail.” The issue is that the probability that a given pair of paths in the branching
process survives is too large for standard estimates to succeed. If the lowest common ancestor
of two nodes manages to accumulate much more wealth than expected, its children will have a
much too high chance of surviving. For this reason we have to counterintuitively add extra pruning
when proving the lower bound that a representative set survives. More precisely, we prune all the
paths that accumulate much more than the expected value. We show that this does not lower
the probability that a representative set is favour by much, while simultaneously decreasing the
variance of the branching random walk a lot. Unfortunately, this adds further complications, since
ideally, we would like to prune every path that gets below the expectation. Combined with the
upper bound this would trap the random walks in a band to narrow to guarantee the survival of
a sufficient number of paths. Hence instead, we allow the paths to deviate by roughly a standard
deviation below the expectation.

Exponential Tilting and Non-asymptotic Central Limit Lemmas for Random Walks
To analyse our algorithm, we need probability bounds for events such as “survival of k& generations”
that are tight up to polynomial factors. This contrast with many typical analysis approaches in
Computer Science, such as Chernoff bounds, which only need to be tight up to a constant in the
exponent. We also can’t use Central Limit type estimates, since they either are asymptotic (which
correspond to assuming w, and w, are constants) or too weak (such as Berry Esseen) or just don’t
apply to random walks.

The technical tool we employ is “Exponential Tilting”, which allows coupling the real pruned
branching random walk to one that is much more well behaved. This can be seen as a nicer way of
conditioning the random walk on succeeding. This nicer random walk then needs to be analysed
for properties such as “probability that the path is always above the mean.” This is shown using
a rearrangement lemma, known as the Truck Driver’s Lemma: Assume a truck driver must drive
between locations Iy, la, ..., 1y, 1. At stop i they pick up g; gas, and between stop ¢ and ¢ + 1 they
expand e; gas. The lemma say, that if the sum of g; — e; is non-negative, then there is a starting
position j € {1,...,n} so that the driver’s gas level never goes below 0.

This lemma gives an easy proof that a random walk on R, of n identically distributed steps,
must be always non-negative with probability at least 1/n times the probability that it is eventually
non-negative. That’s because, if the location is eventually non-negative, and all arrangements of
steps happen with the same probability, then we must hit the “always non-negative” rotation with
probability > 1/n.

Extending this argument to two dimensions turns out to require a few extra conditions, such
as a positive correlation between the coordinates, but as a surprisingly key result, we manage to
show Lemma which says that for k € Z; and p,p1,p2 € [0, 1], such that, pk, pi1k, and pak are
integers and p > pips. Let X € {0, 1}2 be independent identically distributed variables. We then
get that

Privi<k:Y XO>m1| Y XD =2ka Y x(Vxi) =pk| > k7.
1€[k] 1€[k] 1€[k]

Output-sensitive set decoding In our algorithm we are careful to not have factors of |U| and
|X| (the size of the sets) on our query time and space bounds. When sampling our tree, at each
level we must pick a certain number, A, of elements from the universe and check which of them are
contained in the set being decoded. This is an issue, since A may be much bigger than X N A, and
so we need an “output-sensitive” sampling procedure. We do this by substituting random sampling
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with a two-independent hash function h : U¥ — [g], where ¢ is a prime number close to |U|. The
sampling criterion is then h(r ox) < A, where o is string concatenation. The function h(r) can be
taken to be S_F | a;z; + b (mod ¢) for random values ay, . .., ax, b € [g], so we can expand h(r o z)
as h(r) + arx (mod q).

Now

{reX|(h(rox) modgq)<A}={xre X | (h(r)+agzr modgq) <A}
= UZ-A:BI{.%' € X |agzr=A—h(r) mod ¢}
={z € X | (agx mod q) € [-h(r),A —h(r)] mod ¢},

where the last equation is adjusted in case (—h(r) mod ¢) > (A—h(r) mod g). By pre-computing
{agz mod q | x € X} (just has to be done one for each of roughly logn levels in the tree), and
storing the result in a predecessor data-structure (or just sorting it), the sampling can be done it
time proportional to the size of its output.

Lower Bounds and Hypercontractivity The structure of our lower bounds is by now stan-
dard: We first reduce our lower bound to random instances by showing that with high proba-
bility the random instances are in fact an instance of our problem. For this to work, we need
wy |[U| = w(logn) and in particular |U| = w(logn), so we get concentration around the mean. This
requirement is indeed known to be necessary, since the results of [16, 22] break the known lower
bounds in the “medium dimension regime” when |U| = O(logn).

The main difference compared to previous bounds is that we study Boolean functions on so-
called p-biased spaces, where the previous lower bounds used Boolean functions on unbiased spaces.
This is necessary for us to lower bound every parameter choice for GapSS. In particular we are
interested in tight hypercontractive inequalities on p-biased spaces. We say that a distribution Pxy
on a space Q0x X Qy is (r, s)-hypercontractive if

F(X)g)] < B (X B, [g(r)1

E
(Xzy)NPXY YNPY

for all functions f: Qx — R and g : Qy — R, where Px and Py are the marginal distributions on
the spaces Qx and Qy respectively. On unbiased spaces, the classic Bonami-Beckner inequality [19]
17] gives a complete understanding of the hypercontractivity. Unfortunately, this is not the case for
p-biased spaces where the hypercontractivity is much less understood, with [53] and [68] being state
of the art. We sidestep the issue of finding tight hypercontractive inequalities by instead showing
an equi\éz_jlmlence between hypercontractivity and KL-divergence, which is captured in the following
lemma

Lemma 1.1. Let Pxy be a probability distribution on a space Qx X Qy and let Px and Py be the
marginal distributions on the spaces Qx and Qy respectively. Let s,r € [1,00), then the following
s equivalent

1. For dll functions f : Qx — R and g : Qy — R,

(va)]%’PXY [f(X)g(Y)] < XA]JEPX [f(X)T]l/T XA]J_EPY [g(Y)S]l/S )

2. For all probability distributions Qxy < Pxy,
D(Qx || Px) . D(Qy || Py)
r

D(Qxy || Pxy) > S

)

where Qx and Qy be the marginal distributions on the spaces Qx and Qy respectively

11t appears that one might prove a similar result using [50] and [36].
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The main technical argument needed for proving Lemma [I.1] is that, for all probability distri-
butions P, Q, where Q is absolutely continuous with respect to P, and all functions ¢,

D(Q|P)+log E_[exp(¢(X)] > E_[5(X)].

This can be seen as a version of Fenchel’s inequality, which says that f(z) + f*(p) > zp for all
convex functions f, f*, where f* is convex conjugate of f, and all x,p € R.

We use Lemmatogether with the “T'wo-Function Hypercontractivity Induction Theorem” [52],
which shows that if PYy- is (r, s)-hypercontractive if and only if Pxy is (r, s)-hypercontractive. This
: : r 1/1” S 1/5 :
implies that Ex yy~pon [f(X)g(Y)] < Ex pon [f(X)] Ex pgn [g(Y)®]"/* for all functions f,g

if and only D(Qxy || Pxy) > 2ExIPx) | DOy IPY) for all probability distributions Qxy. In

the proof of Theorem |3| we have Pxy = wuw_lwl 1_wu;q_—w121+w1 and consider all the probability
distributions of the form Qxy = arg inf D(Qxy || Pxy) for tq,t, € [0,1].
Oxy<Pxy, E [X]:[zq]
XNQXY u

The obtained inequalities can be used directly with the framework by Panigrahy et al. [57] to
obtain bounds on “Robust Expansion”, which has been shown to give lower bounds for 1-cell and
2-cell probe data structures, with word size n°®) and o(logn) respectively.

The Directed Noise Operator We extend the range of our lower bounds further, by studying

a recently defined generalization of the p-biased noise operator [4, 2, 145l [43]. This “Directed
Noise Operator”, T5' P2 : Ly ({0, l}d,ﬁf?ld) — L2({0, 1}d,7rfgd) has the property T@f(m)(s) =
plSI @) (S) for any S C [d], where f®)(S) denotes the p-biased Fourier coefficient of f. Just like
the Ornstein Uhlenbeck operator, we show that 752 "P*T5' P2 = TP and that T5> """ is the
adjoint of T} 17P2 By connecting this operator to our hypercontractive theorem, we can integrate
the results by Oleszkiewicz and obtain provably optimal points on the (t4,t,) trade-off.

We show that for p-biased distributions over {0,1}", we can add the following line to the list

of equivalent statements in Lemma (1.1
3. For all functions f : {0,1}" — R it holds ||T},71_>p2f||LS,(p1) <Nl 2, (po)-

The operator allows us to prove some optimal choices for r and s in Lemma (and by effect for
t, and t,..) Following [4] we use Pareseval’s identity, to write || 75" "2 f ”22(102) as

— (p2) — (p2)
TP 0+ TP (1) = FR0) 4 2 TP {1 = 1T I < 112 )

where r is perfectly determined by Oleszkiewicz in [53]. It is possible to prove further lower bounds
using Holder’s inequality on 7', however the bounds obtained this way turn out to be optimal
only in the case s = 2 or r = 2 that also follow from Parseval. A particular simple case is
r=5=, Wy = Wy, = w, and wy = w?, in which case the arguments above gives the lower bound
p> log(%) /log(1=%) mentioned in Example 1 in the Upper Bounds section.

Another use of T" is in proving lower bounds outside of the random instance wy = wqw,, regime.

Using the power means inequality over p-biased Fourier coefficients, we show the relation

1/log(1l/c) 1/1og(1/8)
((Tg—mﬂ P Law)/ HfH%Q(p)) < ((Tg*pf, P Lo/ HfH%Q(pQ .

which is allows comparing functions under two different noise levels. This is stronger than hy-
percontractivity, even though we can prove it in fewer instances. The proof can been seen as a
variation of [54] and we get a lower bound with a similar range, but without asymptotics and for
Set Similarity instead of Hamming space Similarity Search.
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1.5 Related Work

For the reasons laid out in the introduction, we will compare primarily against approximate solu-
tions. The best of those are all able to solve GapSS, thus making it easy to draw comparisons. The
guarantees of these algorithms are listed in Table [TI] and we provide plots in Figure [2] and Figure
for concreteness.

The methods known as Bit Sampling [39] and SimHash (Hyperplane rounding) [24], while
sometimes better than MinHash[2I] and Chosen Path [28] are always worse (theoretically) that
Spherical LSF, so we won’t perform a direct comparison to those.

It should be noted that both Chosen Path and Spherical LSF both have proofs of optimal-
ity in the restricted models. However these proofs translated to only a certain region of the
(wq, wy, w1, ws) space, and so they may nearly always be improved.

Arguably the largest break-through in Locality Sensitive Hashing, LSH, based data structures
was the introduction of data-dependent LSH [8| [I1], [12]. It was shown how to reduce the general
case of «, § similarity search as described above, to the case («, 8) — (%, 0), in which many LSH
schemes work better. Using those data structures on GapSS with we > wqw, will often yield better
performance than the algorithms described in this paper. However, in the “random instance” case
wa = WqW,, which is the main focus of this paper, data-dependency has no effect, and so this issue
won’t show up much in our comparisons.

We note that even without a reduction to the random instance, for many practical uses, it
is natural to assume such “independence” between the query and most of the dataset. Arguably
this is the main reason why approximate similarity search algorithms have gained popularity in
the first place. In practice, some algorithms for Set Similarity Search take special care to handle
“skew” data distributions [61], (70, [47], in which some elements of the Universe are heavily over or
under-represented. By special casing those elements, those algorithms can be seen as reducing the
remaining dataset to the random instance. Curiously, even the early research on Partial Match by
Ronald Rivest in his PhD thesis [62], studied the problem on random data.

Many of the algorithms, based on the LSH framework, all had space usage roughly n'*? and
query time nf for the same constant p. This is known as the “balanced regime” or the “LSH
regime”. Time/space trade-offs are important, since n'™” can sometimes be too much space, even
for relatively small p. Early work on this was done by Panigrahy [56] and Kapralov [41] who gave
smooth trade-offs ranging from space n't°() to query time n°®). A breakthrough was the use of
LSF (rather than LSH), which allowed time/space trade-offs with sublinear query time even for
near linear space and small approximation [44] 27, [10].

We finally compare our results to the classical literature on Partial Match and Super-/Subset
search, which has some intriguing parallels to the work presented here.

Comparison to Spherical LSF We use “Spherical LSF” as a term for the algorithms [16]
and [44], but in particular section 3 of [9], which has the most recent version. The algorithm solves
the (r, cr)-Approximate Near Neighbour problem, in which we, given a dataset Y C R? and a query
q € R? must return y € Y such that ||¢ — y|| < cr or determinate that there is no 3’ € Y with
ly —al <7

The algorithm is a tree over the points, P. At each node they sample T i.i.d. Gaussian d-
dimensional vectors zy, ..., zp and split the dataset up into (not necessarily disjoint) “caps” P; =
{p € P | (zi,p) > ty}. They continue recursively and independently until the expected number of
leaves shared between two points at distance > cr is ~ n =112,
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Method

Balanced p, = p,

Space/time trade-offs

(170[1-“)2 1752 (***)

Spherical LSF l—al+p Pe= "1-aZ (1=’ )
66, (441, 27, [9] 1+al-p _ (1=altM? 1-p2
Pu="T-07 ([A-a’p)?
log & Fwn—un (*)
MinHash [21] wq+wu w1 Sar_ne as above . \_Nlth
1Og wq—l—wu—wz a= wq+wu—w1 ’ wq—i-wu—wg
log max{z;))l Wy }
Chosen Path [28] e N/A
log max{wq,wy }
Supermajorities Theorem
(This paper) Example 1 Theorem
Data-Dependent LSF 1—a VPq ' \/py = V1 —a?
LT ] l+a—28 where a’zl—}i—g
log(1 —
SimHash [24] 0g(1 — arccos(a)/m) N/AG*)
log(1 — arccos(a) /7)
. ) log(1 — wg — wy + 2w1)
Bit 1 39 (%)
it Sampling [39] log (1 — 1w, — w, + 2w2) N/A

Table 1: Time and space exponents for the best similarity search data-structures. For Spherical

LSF and SimHash, « and § are the inner products between sets represented as vectors, and can by
Lemma H be taken to be o =

(%): Space/time trade-offs for MinHash can be obtained using MinHash as an embedding for Spher-

ical LSF. (xx

W1 —WqWey

\/wq(l—wq)wu(l—wu)

(x%x): A € [—1, 1] controls the space/time trade-off.
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W2 —Wq Wy

and 8 = T

1—wg)wy (1— wu)

): Some space/time trade-offs can be obtained for LSH using Multi-probing [46].
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(a) Example of search with very small sets.

(b) Example with larger sets of different sizes.

Figure 2: Comparison to Spherical LSF: Plots of the achievable p, (time exponent) and p, (space
exponent) achievable with Theorem Note that using our optimal spherical embedding from
Lemma is critical to achieve the exponents shown for Spherical LSF. The plots are drawn in
the “random setting”, wy = wyw, where Spherical LSF and Data-Dependent LSH coincide.
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The real algorithm also samples includes some caps that are dependent on an analysis of the
dataset. This allows obtaining a query time of n!/ (202_1), for all values of r, rather than only in
the “random instance”, which, for data on the sphere, corresponds to r = 1/(y/2¢). (To see this,
notice that rc = 1/v/2, which is the expected distance between two orthogonal points on a sphere.)

Whether we analyse the data-independent algorithm or not, however, a key property of Spherical
LSF is that each node in the tree is independent of the remaining nodes. This allows a nice inductive
analysis. In comparison, in our algorithm, the nodes are not independent. Whether a certain node
gets pruned, depends on which elements from the universe were sampled at all the previous nodes
along the path from the root. One could imagine doing Spherical LSF with a running total of inner
products along each path, which would make the space partition more smooth, and possible better
in practice. Something along these lines was indeed suggested in [16], however it wasn’t analysed,
as for Spherical LSF the inner products at each node are continuous, and the thresholds can be set
at any precision.

It is clear that Spherical LSF can solve GapSS — one simply needs an embedding of the sets
onto the sphere. An obvious choice is « — z/||z||2. This was used in [28] when comparing Chosen
Path to Spherical LSF. However it is also clear that the choice of embedding matters on the
performance one gets out of Spherical LSF. Other authors have considered x — (22 — 1)/v/d and
various asymmetric embeddings [64].

We would like to find the most efficient embedding to get a fair comparison. However, we don’t
know how to do this optimally over all possible embeddings, which include using MinHash and
possibly somehow emulating Supermajoritieslr_?] We instead find the most efficient affine embed-
ding, which turns out to be surprisingly simple, and which encompasses all previously suggested
approaches. In Lemma we prove a general result, implying that the embedding is optimal for
Spherical LSF as well as other spherical data structures like SimHash. In Figure [2] and Figure
the p-values of Spherical LSF are obtained using this optimal embedding.

From the figures, we see the two main cases in which Spherical LSF is suboptimal. As the sets
get very small (wq, wy, w1 — 0) the p value in the LSH regime goes to 1, whereas Supermajorities (as
well as MinHash and Chosen Path) still obtain good performance. Similarly in the asymmetric case
Wy # Wy, as we make p, very small, the performance gap between Supermajorities and Spherical
LSF can grow to arbitrarily large polynomial factors.

Comparison to MinHash Given a random function h : P({1,...,d}) — [0,1], the MinHash

algorithm hashes a set « C {1,...,d} to mp(x) = argmin,c, h(i). One can show that Pr[mp(z) =
mp(y)] = J(z,y) = EBZ} Using the LSH framework by Indyk and Motwani [39] this yields a data

structure for Approximate Set Similarity Search over Jaccard similarity, J, with query time dn”
and space usage n'*? 4 dn, where p = igii and j; and js define the gap between “good” and “bad”
search results. As Jaccard similarity is a set similarity measures, it is clear that MinHash yields a
solution to the GapSS problem with p, = p, = log o +;}”i7wl / log ™ +Z)]ifw2‘ Similarly, and that
any solution to GapSS can yield a solution to Approximate SSS over Jaccard similarity.

MinHash has been very popular, since it gives a good, all-round algorithm for Set Similarity
Search, that is easy to implement. In Figure 3| we see how MinHash performant for different settings
of GapSS. In particular we see that when solving the Superset Search problem, which is a common
use case for MinHash, our new algorithm obtains quite a large polynomial improvement, except
when the Jaccard similarity between the query and the sought after superset is nearly 0 (which is

hardly an interesting situation.)

12We would also need some sort of limit on how much time the embedding takes to perform.
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wy = wy, J1 = wi/(w, + wy, —wy) w, = .2,w, = .015

1.0 —— Supermajorities 1.0 —— Supermajorities
——— MinHash ——— MinHash
—— Chosen Path 0.9 —— (Chosen Path
0.8 —— Spherical LSH ‘ Spherical LSH
0.8
3 0.6 3
I |
S < 0.7
0.4
0.6
0.2
0.5
0.0 0.2 0.4 0.6 0.8 1.0 0.0025 0.0050 0.0075 0.0100 0.0125 0.0150
J1 w1

(a) Varying the Jaccard similarity, j;, among close (b) Varying the overlap w; among close sets while
sets, while fixing the exponent of MinHash at p = .5 fixing the query and database set sizes. Note that at
in the subset search instance, wy = wi. The plot w; = ws = .002 there is no gap between close and far
shows the case of balanced exponents, p; = pu, be- sets, and so all algorithms have exponents p = 1.
tween queries and updates.

Figure 3: Comparison to MinHash: Varying different parameters while searching on a background
of random sets (w2 = wqyw,), Supermajorities regularly get substantially better time and space
exponents. The plots are drawn in the “random setting”, we = wqw, and use the optimal embedding
for Spherical LSF.
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wy = 2,41 =.3 w, = 02,5, = .3
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. —— Spherical LSH
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(a) In the plot, Chosen Path never matches Superma- (b) In the plot, Chosen Path nearly matches Super-
jorities, even at w, = w, since the sets are relatively majorities when w, = w, as the sets are relatively
large. small.

Figure 4: Comparison to Chosen Path: Fixing w, and the Jaccard similarity so w; = ﬁ(wq—i-wu),
we vary w,, to see the performance of different algorithms at different levels of asymmetry in the
set sizes. The plots are drawn in the “random setting”, wo = wyw, and use the optimal embedding
for Spherical LSF.

It is possible to use MinHash as an embedding (or densification) of sets into Hamming space or
onto the Sphere. We can then use Spherical LSF to get space/time trade-offs. We have not plotted
those, but we can notice that in the balanced case, p; = py, this would give p = % ii’?i, which is
worse than p = log j1/log j2 obtained by the direct algorithm.

MinHash is quite different from the other algorithms considered in this section. For some
more intuition of why MinHash is not optimal for Approximate Set Similarity Search, we show in
Section that MinHash can be seen as an average of a family of Chosen Path like algorithms.
We also show that an average is always worse than simply using the best family member, which
implies that MinHash is never optimal.

Comparison to Chosen Path The Chosen Path algorithm of [28], is virtually identical to
Supermajorities, when parametrized with ¢, = ¢, = 1. Similar to Spherical LSF and our decoding
algorithm, they build a tree on the datasets. For each node they sample iid. Elements 1,22, --- € U
from the universe, and split the data into (not necessarily disjoint) subsets P; = {p € P | z; € p}.
They again continue recursively and independently until the expected number of leaves shared
between two dissimilar points is sufficiently small.

The case t, = t, = 1 however, turns out to be a very special case of our algorithm, because one
can decide which leaves of the tree to prune, without knowledge of what happened previously on
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the path from the root to the node. This allows a nice inductive analysis of Chosen Path based on
second moments, which is a classic example literature on branching processes. Meanwhile, for our
general algorithm, we need to analyse the resulting branching random walk, a conceptually much
different beast.

Doing the analysis, one gets a data structure for Approximate Set Similarity Search over Braun-

Blanquet similarity, B(z,y) = %, with query time |g|n” and auxiliary space usage n'™?,
where p = % and b; and by define the gap between “good” and “bad” search results. Since

tq =ty = 1 is sometimes the optimal choice for Supermajorities, it is clear that we must sometimes
coincide in performance with Chosen Path. In particular, this happens as wy, = w, and wy, Wy, w1 —
0. This is also one of the case where our lower bound Theorem [2]is sharp, which confirms, in addition
to the lower bound in [28] that both algorithms are sharp for LSF data structures in this setting.
Figure [2a] shows how Chosen Path does nearly as well as Supermajorities on very small sets.

In the case wy, = w, the p value of Chosen Path can be equivalently written in terms of
Jaccard similarities as log 1%21 / log 12+jj2, which is always smaller than the log j; / log jo obtained
by MinHash. (This value, 2j/(1 + j), is also known as the Sgrensen-Dice coefficient of two sets.)
However, in the case wy, # w, Chosen Path can be much worse than MinHash, as seen in Figure
and Figure In [28] it was left as an open problem whether MinHash could be improved upon
in general. It is a nice result that the balanced p value of Supermajorities (when p, = p,,) can be
shown (numerically) to always be less than or equal to log 12+j31'1 / log 12+j§2, even when wg # w,. It
is a curious problem for which similarity measure, S, so the balanced p value of Supermajorities

equal log s1/ log sa.

Partial Match (PM) and Super-/Subset queries (SQ) Partial Match asks to pre-process a
database D of n points in {0,1}¢ such that, for all query of the form ¢ € {0, 1, *}¢, either report a
point « € D matching all non-* characters in ¢ or report that no such x exists. A related problem
is Super-/Subset queries, in which queries are on the form ¢ € {0,1}%, and we must either report
a point x € D such that  C ¢ (resp. ¢ C x) or report that no such x exists.

The problems are equivalent to the subset query problem by the following folklore reductions:
(PM — SQ) Replace each x € D by the set {(i,p;) : ¢ € [d]}. Then replace each query g by
{(i,q) : i = *}. (SQ — PM) Keep the sets in the database as vectors and replace in each query
each 0 by an .

The classic approach, studied by Rivest [62], is to split up database strings like supermajority
and file them under s, u, p etc. Then when given query like set we take the intersection of the lists
s, e, t. Sometimes this can be done faster than brute force searching each list. He also considered
the space heavy solution of storing all subsets, and showed that when d < 2logn, the trivial space
bound of 2¢ can be somewhat improved. Rivest finally studied approaches based on tries and in
particular the case where most of the database was random strings. The latter case is in some ways
similar to the LSH based methods we will describe below.

Indyk, Charikar and Panigrahy [23] also studied the exact version of the problem, and gave,

for each ¢ € [n], an algorithm with O(n/2¢) time and n2(0(dlog® dy/c/logn) gpace and another with
O(dn/c) query time and nd® space. Their approach was a mix between the shingling method of
Rivest, building a look-up table of size ~ 2%@  and a brute force search. These bounds manage
to be non-trivial for d = w(logn), however only slightly. (e.g. n/poly(logn) time with polynomial
space.)

There has also been a large number of practical papers written on Partial Match / Subset
queries or the equivalent batch problem of subset joins [60, 48], [37, B, 34]. Most of these use similar
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corresponds to
QuerysetQ ——= ~=— group of sets

not contained in Q
corresponds to

group of sets
contained in Q <—— Representative set R

Figure 5: This figure from the Partial Match algorithm of [23] shares some of the same geometrical
intuition visible in our own figure

methods to the above, but save time and space in various places by using bloom filters and sketches
such as MinHash [2I] and HyperLogLog [35].

Maximum Inner Product (MIPS) is the Similarity Search problem with S(z,y) = (z,y) —
the Euclidean inner product. For exact algorithms, most work has been done in the batch version
(n data points, n queries). Here Alman et al. [6] gave an n?~1/ O(VF) algorithm, when d = klogn.

An approximative version can be defined as: Given ¢ > 1, pre-process a database D of n
points in {0,1}% such that, for all query of the form ¢ € {0,1}? return a point 2 € D such that
(¢,z) > Lmaxyep(g,2’). Here [5] gives a data structure with query time ~ O(n/c?), and [25]
solves the batch problem in time n?~1/90°2¢) (both when d is n°(1).)

There are a large number of practical papers on this problem as well. Many are based on
the Locality Sensitive Hashing framework (discussed below) and have names such as SIMPLE-
LSH [51] and L2-ALSH [64]. The main problem for these algorithms is usually that no hash family
of functions h : {0,1}% x {0,1}¢ — [m] such that Pr[h(q) = h(x)] = {(¢,x)/d [5] and various
embeddings and asymmetries are suggested as solutions.

The state of the art is a paper from NeurIPS 2018 [69] which suggests partitioning data by the
vector norm, such that the inner product can be more easily estimated by LSH-able similarities
such as Jaccard. This is curiously very similar to what we suggest in this paper.

We will not discuss these approaches further since, for GapSS, they all have higher exponents
than the three LSH approaches we study next.

2 The Algorithm

We now describe the full algorithm that gives Theorem [I| We state the full version of the theorem,
discuss it and prove it. The section ends with an involved analysis of the survival probabilities of
the branching random walk.

Notationally we define [n] = {1,...,n} and let (-o-) : Al x A2 — Ah+E he the concatenation
operator for any set A and integers 1, lo. We will use the Iversonian bracket, defined by [P] =1 if
P and 0 otherwise. For R and U sets, we have R x U = {rou |r € R,u € U} P(U) is the power
set of U.

The first step is to set up our assumptions. For wg, wy, w1, ws,tq, t, € [0,1] given, we can
assume min{wg, wy,} > wi > wy and ty; # wg, t, # w,. We are also given a universe U and a family
Y C (wﬁm) of size |Y| = n.

It will be nice to assume |U| = ¢ where ¢ is a prime number. This can always be achieved
by adding at most |U|%5?® elements to U large enoung_?’] [14]. Hence we only distort each of

131t is an open conjecture by Harald Cramér that (log |U|)? suffices as well. [31]
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W, Wy, w1, we by roughly a factor 1+ O(|U|~1/2), which is insignificant for |U| = Q(logn)?, and we
can always increase |U| without changing the problem parameters by duplicating the set elements.
Let k € Z, be defined later. For all i € [k] we define h;(r) : [¢]* — [q] by hi(r) = > jeli] %t bi
mod ¢ for some sequences of random numbers a;; € [g] \ {0},b; € [q], such that each h; is a 2-
independent random function. (That means Pr[h;(r) = h;(r")] < 1/q for r # 1))
Finally two sequences (A; € Zy );ep and (¢; € R?)yepy to be specified later. We can now define
the sets R; = {roxz € R;_1 X U|hij(rox) < A;}, as well as the decoding functions

Ri(X,t) = {7“ € R;

Vﬁgi:Z[rjeX]Ztﬁ—Cg}

JEl

Intuitively R; are our representative sets at level ¢ in the tree, such that Ry is a close to iid. uniform
sample from U*. The decoding function takes a set X C U and a value ¢ € [0, 1], and returns all
r € R; such that all prefixes r’ of r “(t — ¢)-favours” X (as defined by |r N X|/|r] > t — ¢ in the
introduction), where ¢ = C"TT,"' is some slack that helps ensure survival of at least one representative
set. The slack won’t be the same on each coordinate, but scaled by their variance. The algorithm
is shown below as pseudo-code in Algorithm

Algorithm 1: Pseudocode for the decoding function R.
Input: Universe U, Set X C U, Threshold ¢ € [0, 1]
Result: Set P, C U* of paths

Ry + {((),0)} // These R; values contain the paths and scores
fori=1to k do
R; + {}
for (r,s) € Ri—1 do
for v € U st. hi(roz) < A; do // Sample the universe
s s+ [z € X]
if s > it — ¢; then // Trim to promising paths
| R+ R U{(rouxz,s)}
end
end
end
end

Our data structure now builds a hash-table M of lists of pointers and store each set y € Y in
M]r] for every r € Ri(y,t,). One can think of this as storing the elements at the leafs of the tree
represented by the sets R;. On a new query g € (wq({U|> we look at every list M{r] for r € Ry(q,tq).
For each y in such a list, we compute the intersection with ¢ and return y if |gNy|/|U| > wq. This
takes time min{w,,,w,}|U|, which would be a large multiplicative factor on our query time, so we
may instead choose to sample just

O(min{w,, wy, }wy ' logn) (1)

elements, which suffices as a test with high probability.

This describes the entire algorithm, exception for an optimization for the “Sample the universe”
step above, which naively implemented would take time |X|. This optimization is the reason |U|
was chosen to be a prime number.
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An optimization In the “Sample the universe” step of Algorithm [I| a naive implementation
spends time | X | hashing all possible elements and comparing their value to A;. We now show how
to make this step output sensitive, using only time equal to the number of values for which the
condition is true. [[4]

The requirement s’ > it — ¢; we call the “trimming condition”. This allows us to trim away
most prefix paths which would be very unlikely to ever reach our requirement for the final path.
To speed up finding all z € U such that h;(r o ) < A; we note that there are two cases relevant
to the trimming condition, depending on s in the algorithm: (1) s’ has to be s+ 1 or (2) ' = s
suffices. In the first case we are only interested in x values in X, while in the second case, all x € U
values are relevant.

We have h;(r o x) = n+ ax mod ¢ for some values 1, a and b where a > 0. In case (2) the
relevant x are simple {a"!(v — 1) mod ¢ | v € [A;]}, where a~! exists because ¢ is prime. For
the case (1) where z must be in X, we pre-process X by storing ax mod ¢ for x € X in a sorted
list. Using a single binary search, we can then find the relevant values with a time overhead of
just lg | X|. Using a more advanced predecessor data structure, this overhead can be reduced. See
Algorithm [2] for a pseudocode version of this idea.

Algorithm 2: Output sensitive sample
Input :r€lql, A€lq
Pre-process: s = sorted{h(z) | z € X} € [¢]* and x € XX st. h(k[i]) = s]i].
Result: R={z € X | (h(z) +r mod ¢q) < A}
i <~ min{i € [|X]|] | s[i — 1] < ¢ — 7 < s[i]} // We assume s[i] = —oo for i <0
R« {}
while (s[i mod |X|] +r mod q) < A do
R <+ RU{k[i mod |X|]}
11+ 1
end

2.1 Full Theorem

We state the full version of Theorem [1] and a discussion of the differences between it and the
idealized version in the introduction.

Theorem (1] (Full version). Let wg,w, > w1 > wa > 0 be given with w1 > wqw, and 1 < tq,t, <O0.

Set k to be the smallest even integer greater than or equal to D(T5 HPi())g—Tcli(tq Two) and assume that

tek/2 and t,k/2 are integers. The (wq, Wy, w1, w2)-GapSS problem over a universe U can be solved
with expected query time

)

query time O(§q k28 nPa 4 kwq |U| + (42‘1(_1;1;”132)\/tq(l—tq)k'6-510g(3k)))

space usage  O(s, k* n1TPv 4 nw, |U))

tu(1—wy,) ) Vtu(1—tu)k 6.5 10g(3k)))

and update time O(cu k28 nPr + kw, |U| + ((17tu)wu

)

'4The subroutine is inspired by personal communications with Rasmus Pagh and Tobias Christiani.
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D(T || P1) — d(tq || wg) D(Ty || Pr) — d(tu || wu)

where = and p, = )
P DTy | Po) — dlty [ wy) P DTy | Po) — dlt [[wy)
and gy = MLl O Pty wg) o 200 P ),

We stress that all previous Locality Sensitive algorithms with time/space trade-offs had no()
factors on nPe and n”*. These could be as large as exp(y/logn) or even exp((logn)/(loglogn)). In
contrast, our algorithm is the first that only loses k & log(n) multiplicative factors!

In the statement of Theorem [I| we have taken great effort to make sure that any dependence on
Wy Wy, W1, W2, tq, ty, is visible and only truly universal constants, like 4, are hidden in the O(-).
))O( tq(lftq)k)_

The main thing we do lose is the additive (E‘i(jtﬁ

(%)Vt‘l(l_m < 2, so the main eyesore is the 1/w,. For w, > e~OWI8n) thig is dominated by
the main term, but for very small sets it could potentially be an issue. However, it turns out that
as wg and w, get small, the optimal choices of ¢, and ¢, move towards 0 or 1. Since this effect is

We may note the bound

exponentially stronger we get that (1/w,) V' (1=ta) ig usually never more than a small constant. It
also means that we recover the performance of Chosen Path in the case ¢, = 1, ¢, = 1, which has
no Q(evs") terms.

In case wq_1 is large, but ws is not too small, we can reduce wy I to %kz by hashing! Sketch:
Define a hash function h : U — [m] where m = O(%—Z“\U!k) and map each set y to {i € [m] | Je €
y : h(e) =i}, that is the OR of the hashed values. With high probability this only distorts the size
of the sets and their inner products by a factor (1 + 1/k) which doesn’t change p.

The constants of the size ¢; and ¢, are standard in all other similar algorithms since [39],
as they come from the requirement that k is an integer. The terms D(T} || P1) — d(tq || wq) and
D(Ti || P1) — d(tu || wy) in ¢4 and g, may be bounded by log i+ and log %‘17 respectively. The factor
of 2 on those terms come from the tensoring step done on paths of length k/2. This can be
removed at the cost of making the ratio-of-odds term multiplicative in the bounds above. The
factor min{wg, w, }/wsy in ¢; comes from equation and is the time it takes to verify a candidate
identified by the filtering. Note that this factor would exist even in a brute force O(n) algorithm
and exists in any data structures known for similar problems. In fact, for small n, it is necessary

due to communication complexity bounds.

Proof of Theorem[1. Let T, and T, be the time it takes to compute Ry(z,t,) and Rj(y,t,) on
given sets. When creating the data structure, decoding each y € Y takes time n7, and uses
nE [|Rg(Y, t,)|] words of memory for space equivalent. When querying the data structure we first

use time 7, to decode ¢, then E [|R; (X, t,)|] time to look in the buckets, and finally mirl{wf’q’l)—?‘}log?l
time on each of E [|Ri (X, t;) N Rk(Y,t,)|] n expected collisions with far sets (the worst case is that
we never find any y with y N g > wy|U| so we can’t return early.)

The key to proving the theorem is thus bounding the above quantities. We do this using the

following lemma, which we prove at the end of the section:

Lemma 2.1. In Algom'thm let k € Zy and let wy, wy, w1, wy € [0,1] be the Gap-SS parameters
such that wy > wqw,,. Now let ty,t, € [0, 1] be the thresholds such that tgk andt,k are integers, and
let A > 0 be the branching factor. Given a query set X, with |X| = wq|U|, and data set’ Y C U,

with |Y| = wy, |U|, then running Algom'thm with ¢y = [ﬁm} - 4/6.501og(3k) for £ < k and

15The authors know of a way to reduce the error term further, so it only appears in the pq = 0 case, and only as
exp((log 1/w,)?*3k/3) which is o(n) for any w, = w(1/n).
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cr = [9], gives that

E [|Ri (X, tg)]] < 2A% exp(—k d(ty || wg)) - 2

E[|Ri(Y, tu)]] < 2A% exp(—k d(ty [ wa)) - 3

(2)
(3)
Pr[|Ri(X,ty) N Ry(Y, )| > 1] > 78k MAF exp(—kD(T1 || P1)) if I XNY|>w |Ul. (4)
(5)

E[|Ri(X,t,) N Ri(Y,t,)|] < 2A% exp(—kD(T: || P»)) if | XNY|<w |Ul. (5

; —w; t] tg—t; . .
where Py = (%0, 1, ) Ty = (020 1604, ) s = arginf D(T; || ) for j € {1,2}.

Finally the expected running times, Ty and T,, it takes to compute Ry(X,t,) and Ry(Y,t,)
respectively are bounded by

—w ) (e
B (73] < O(k X + k(k + log(n)) A exp(—katy ) (1) ")

—w) (er)2
E [T, < O(k|Y |+ k(k + log(n)) A* exp(—k d(ty || wy)) (f?gtu>zi‘3) k ) -

(6)

We define A = exp(D(T} || P1)), and let k be the smallest even integer at least DL Pi?%’é(tq Tor)

Define the sequence A; = 2" for some I; € Z>q such that H;:l A; <A <2 Hj-zl Aj for all i € [K].
We make 2 initiations of Algorithm [l M;, Ms, with height k/2. A and ¢y are adjusted corre-
spondingly. In we have ¢;/5 = ¢ = [{].
For each instance we have

E [|Ry2(X, tg)|] < 2exp(k/2 D(Th || P1) — k/2 d(tq || wg))

logn (D(Th || P1) — d(tq || wg))
< 2exp (( + 2)
D(Tz [| P2) — d(tq || wy) 2
1 D(Ty || P1)—d(tq || wq)

= 202 D TR=a0a Ty (DT, || Pr) — d(tg | wy)).

similarly we get

1 D(Ty || PY)—d(tu || wu)

B [|Ri2(X,tg)|] < 2n2 PO TP=0Callwa) (D(Ty || Py) — d(tu || wa)).

We combine the two data instances M; and Ms by taking as representative sets returned the
product of the sets returned by each of them. In particular, this means we successfully find a near
set, if ‘Rk 12(X,tg) N Ry o (Y, tu)‘ > 1 for both instances, which happens with probability at least

(778K AR exp(—kD(Ty || P1)))? = (78K 4)%

hence, repeating the algorithm C'k?® times, for some C, we can boost this probability to 99%.
Putting it all together now yields the full version of Theorem [I| contingent on Lemma [2.1
O

2.2 Bounds on Branching

It now remains to prove Lemma The inequalities , and are all simple calculations
based on linearity of expectation. The time bound @ is also fairly simple, but we have to take
the decoding optimization described above into account. We also need to bound the number of
paths alive at some point during the decoding process, which requires being more careful about the
trimming conditions.
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Finally the proof of the probability lower bound is the main star of the section. We do this
using essentially a second-moment method, but a number of tricks are needed in order to squeeze
out acceptable bounds, taking into account that any of wy,wy, w1, ws may be o(1), which among
other things forbid the use of many Central Limit Theorem type results.

Proof of and . We only provide the proof for (2]) since the proof is analogous.

Let 7 € Ry, be a representative string and define the random variables X*) = [r; € X] for i € [k],
because the hash functions h; used at each level of the tree are independent, so are the (X (i))ie[k]
independent.

We use linearity of expectation, and completely throw away the fact that some branches may
have been cut early. Throwing away extra cuts of course only increases the probability of survival.
Meanwhile, we do not expect to gain more than factors of k this way, compared to a sharp analysis,
since the whole point of the algorithm is to efficiently approximate cuts done only at the leaf level.

E[|Rp(X,t)|] < [Ri| Pr [VE<k: Y X0 > 10— (cp)y
1€[(]

< |RelPr | > X0 >tk
Li€[k]
< |Ri| exp(—k d(tq || wg))-

The final bound is the entropy Chernoff bound we use everywhere. Since |Ry,| = []F_, A; < 2AF
we get the bound. O

Proof of . This is similar to the proof of and , but two dimensional. Like in the those
proofs we consider a single representative strin r € Ry, and define the random variables X)) =

Hgﬁ” for i € [k]. By definition of Algorithm

We then bound using linearity of expectation:

(X (i))ie[k] are independent.

B[|Ri(X,tq) NV Re(Y,tu)|] < [Rp|Pr [VE<k: Y XD > [j1]0— ¢
i€f]

<2AFPr | > X0 > [Ja]k
Li€[]
S 2Ak exp(— D(T2 H PQ))

O]

Proof of @ As a preprocessing stage we make k sorted lists of (a;z),cx where a; is the coefficient
in h;(p o x) = h}(p) + a;xz mod g, this takes O(k |X]|) time.

We will argue that at each level of tree that we only use O(k+1log|X|) = O(k+logn) amortized
time per active path. More precisely, at level | we use O((k + logn) |R¢(X,t,)|) amortized time.

Let ¢ € [k] be fixed and consider an active path r € Ry(X,tq). If 3 ;cpylri € X] = tq(1+1) —
(c1—1)1 then every one of its children will be active. So we need to find {z € U | hy(poz) < Ay} =
h; 1 ([Ag]). Now hy(pox) = h)(p) + az mod g where a # 0 mod ¢ and s = h))(p) can be computed
in O(k) time. We then get that h,'([A/]) = {a™(i —s) |i € [Af}, this we can find in time
proportional with the number of active children, so charging the cost to them gives the result.
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If > ieiqlri € X1 < tq(l+1) = (c—1)1 then only the children r oz € Ry where z € X will
be active. So we need to find {x € X |he(pox) < Ag}. Again using that he(p o x) = hjy(p) + ax
mod ¢ where a # 0 mod ¢ and s = hj(p) can be computed in O(k) time, we have reduced the
problem to finding h,'([A]) = {z € X |s+azr mod ¢ < A;}. This we note we can rewrite as
hy ' ([Al]) = {z € X |s < ax Vaxr < A+ s — g}, so using our sorted list this can be done in O(logn)
time plus time proportional with the number of active children, so charging this cost to them gives
the result.

We bound the expected number of active paths on a level £ € [k]. Let r € Ry be a representative
string and define the random variables X = [r; € X| for i € [k], by definition of Algorithm
(X (i))z‘e[k} are independent. We then bound

Pri) X0 >t — ()i | <Pr|Vi<e:d X0 >t (cj)
icll] i€j]

<Pr XD > 40— ()
L i€[4]
< exp(—ld(ty — e/l wg))

—w) (e
<exp(—ld(ty || wg)) <qu((11—752;> '

The crucial step here was using the identity

d(ty — & | wy) = d(te || wg) — £ log 1250 + d(ty — £ 1 ty)

from which we can ignore the d(t, — € || t,) term, since it is positive.
Using linearity of expectation we get that

—w ) (e
B Re(X, )] < [Rel exp(—£d(ty | wy)) (25743

< 20 exp(—a(ty [ wy) (h2) "

wq(1—tq

~—

Now the expected cost of the tree becomes

E [ Y O((k+log(n)) [Re(X, ty)]) | = O((k +1log(n)) Y E[|Re(X, tg)]))
2c[k] Le[K]

—w)\ (et
< O(k(k +10g(n) A" exp(~k d(ty || wy)) (4G ) ™) |

O

Note that we throw away some leverage here by bounding the size of each level by the final

level. We might have defined ¢y such that /A — £d(ty || wg) + c¢log % —0d(ty —co/l]| tg) =

kA — Ed(ty || wy) and still used the same bound. The only later requirement we set the ¢, is that
S reip exp(~Lalty — er/2 1)) sum to 1/ poly (k).
tg(1—wg)

Making this change could potentially kill the (wq a=ty)

sore. However in the near-constant query time case, which is really when this factor (or term

(ceh o :
) factor, which is a bit of an eye
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once we using the tensoring trick) is relevant, this trick wouldn’t work, since we then have exactly
A =d(tg | wg).

For the final proof we need the following lemma, which bounds the probability that an unbiased
Bernoulli 2d random walk stays entirely in the negative quadrant. A lemma like this is an exercise
to show using the Central Limit Theorem and convergence to Brownian motion. However, our
bound is non-asymptotic, making no assumptions about the relationship between the probability
distribution of X; and the size of n. There are non-asymptotic CLT bounds, like Berry Esseen, but
unfortunately multivariate Berry Esseen bounds for random walks are not very developed.

Lemma 2.2 (The probability that a random walk stays in a quadrant). Let Xi,..., Xy € {0,1}?
be wid. Bernoulli 2d-random variables with probability matriz [p;ip Lo |- Assume that the
coordinates are correlated, that is p > p1p2, and assume pgsk and pok are integers.

Let Sy = Zz‘em X; be the associated random walk. Then

1

Pr{¥e € k] 5 < 0] 2 oo

The proof of this is in Section

Proof of . We will prove this bound using the second moment method. For this to work, it is
critical that we restrict our representative strings further and consider

s=(rer|ve<k: ] —CE<Z[[[Z§§1}< e

It is easy to check that S C Ry (X,t,) N R(Y,t,), thus we have that
Pr{|Ry(X, t) O Ri(Yt)| = 1] = Pr(IS| = 1] > B[S /B ISP

where the last bound is Paley-Zygmund’s inequality. We then need to do two things: 1) Lower
bound E [|S]], and 2) Upper bound E [|S\2}

Lower bounding E [|S|]. Let r € Ry be a representative string and define the random variables
X0 = H:iif” for i € [k]. Each one has distribution P = [wuw_lwq 1_w11;‘1__1;?+w ) ] We then
introduce variables X with law T = [t t_lt 1_ttq__tt1 1 }, where t; minimizes D(T || P) as defined
u q q u 1
in the algorithm.
We then use the following variation on Sanov’s theorem:

Lemma 2.3. For any set A C R**™ we have
Pr [(XD);cy) € A] = exp(=kD(T || P)) Pr [(FD) ey € 4]

Proof. Define the logarithmic moment generating function A(X) = log E [exp((\, X))], and let z =
(VoA*)(t). By a standard correspondence, (see e.g. [59] Chapter 14 or [32] Chapter 6.2), we have
that

dT(x) = exp((z,z) — A(2))dP(x)
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for Radon—Nikodym derivates d7" and dP. Now using the exponential change of measure, we get
that

Pr | (¥iew € A} N /( )¢ €A art
T )ig[k)

= / exp | kA(z) — <z, Z i(i)> dT%k
(D) semeA

i€[k]

exp | — <z, Z (j(i) _ [Zfi]>> dT®F

i€[k]

—exp(—kD(T | P)) [

(@) €A

= exp(—k D(T'| P)) Pr | (2D);cqq € A,

where the last inequality follows from the fact that if (i(i))ie[k] € A then 3, 0 = [iz k. O

For convenience we will sometimes write T' = H; g; ] Note that by assumption t,k = (t12 +

ti1)k and t,k = (t21 + t11)k are integers, but values such as ¢11k and to2k need not be. This will
We define the sets

U=1q@D)ep e R¥F|we< kY 2@ <[j2]e
1€f]

and L= (as(i))ie[k] eR¥F v <k Z 2 > [fz]ﬁ — ¢y
i€f]

such that U N L are all sequences satisfying our path requirement. In other words E|S| =
exp(—kD(T'|| P)) Pr [(f(i))ie[k] elin L}. Using a union bound we split up:

Pr [(‘;\?(i))z‘e[k] eun L} > Pr [(i(i))ie[k] € U} —Pr [(X(i))z‘e[k] € L] :

The term is bounded by Lemma from the Appendix. Once we notice that wi > wqw,
implies that ¢; > t4t,. One way to see this is that ¢; minimizing D(T || P) gives rise to the equation

w1 (1—wg—wy+w1) _ ti(1-t —tyt+t1) _ t1+t1(t1—t —ty) . .
(wrwlq)(wuiwl) _ (tqfth)(tuftl) = tqtu+t1(t1:tq—tu)' If w1 > wqw, the left hand side is > 1, and so

we must have t1 > t4t,.
Lemma [2.2] then gives us

Pr [(X( Vi € U] > @k 85

This is a pretty small value, so for the union bound to work we need an even smaller probability
for the lower bound.
We bound each coordinate individually. The cases are symmetric, so we only consider the first
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coordinate. Using another union bound and Bernstein’s inequality we get

Pr|3¢<k: Z)(“qg ] ZPr!ZX < tgl — Ce)]

i=1 <k i=1

—(c)i/2
PN < 1 —tq)tl + (11— th)(04)1/3>

1
< —— k765,
- 1200k

since (cg)1 = Q(/tq(1 —tg)llogl + |1 — 2t4|logl).
Similarly, we upper bound Pr [EIE <k: Zi:l X2(i) <t b — (Cg)2:| < 1200k 65 Putting it all
together we get

exp(—kD(T} | Py))k~03

/L' 1
Pr{(@D)iep € 4] =

so by linearity of expectation we get that

E[S ]_\Rkl—k 65 exp(=kD(T || P)) > ——k 5P AF exp(—kD(T' || P)) .

1200 1200

Upper bounding E []Sﬂ
Consider two representative strings r,r’ € Ry and let ¢ € Ry be their common prefix, hence [ is the

length of their common prefix. Define the random variables X'\* (@) — [[”g,(]} YU = [[[:’; :5]] }, and

Z(h) _ thgf” for i,j € [K]\ [¢] and h € [I]. We then get that

Pr[p,p’eS]gPr ZZ(h)+ Z X(i)Ztk/\ZZ(h)—i— Z y(j)>tk/\ZZ(h)<tl]

| he[d] ie[kI\[1] held] JelRN\I held]

<Pr|Y 204 > x04 N Y0 > 2k -0t

| he[l] i€lk\[1 JE[RN[]

Now Zhe [ AR Zze[k]\ ] X0 4+ de[k]\[z] YU) is almost a sum of independent random variable.
We have that X* 1) and YE—t+D are correlated since they are chosen by sampling without
replacement, but this implies that

E [exp((A, 200 1 =0 < B [exp((h, X)) B [exp((r, Y641

We can then use a 2-dimensional Entropy-Chernoff bound and get that

oz N a0 Z YU > (2k — 0)t| < exp(—(2k — 0)D(T || P)) ,
hell ielk\[1 N
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Using this we can upper bound E [[5’]2} =E {Zr,r’eRk [r,r" € S]] by splitting the sum by the
length of their common prefix.

E[\sﬂ =E| Y [ €]

r,r' €Sy,
: JAVES] ,
gz HAj ( ) > H A; | exp(—(2k — i) D(T || P))
i=1 \j=1 J=1+2
2 —1

k
[12)] exp(—2kD(T| P)) ZexpzDT”P HA

1
|

IA

k
[12] -exp(—2kD(T|| P)) - k-exp(kD(T|| P)) - A~F

Finishing the proof

Having lower bounded E [|S|] and upper bounded E [|S \2} we can finish the proof.

HRk(X tq) N Rk(Y tu)‘ > 1]

ik B A exp(—2k D(T || P))

- 4kAF exp(—kD(T || P))

= 24002k YA exp(=kD(T|| P)) .

2.3 Central Random Walks

The main goal of this section is to prove Lemma which polynomially in k lower bounds the
probability that a biased random walk on Z? always stays below its means. Asymptotically, this
can be done in various ways using the Central Limit Theorem for Brownian Motion, but as far as
we know there are no standard ways to prove such a result in a quantitative way.

What we would really want is a Multidimensional Berry Esseen for Random Walks. Instead we
prove something specifically for walks where each iid. step X1,..., X € {0,1}? be is a Bernoulli

P p1—p
p2—p l=—p1—p2+p |°

that the coordinates are correlated (p > pi1p2), and that p1k and p2k are integers.

We will start by proving some partial results, simply bounding the probability that the final
position of the random walk hits a specific value. We then prove the lemma conditioned on hitting
those values, and finally put it all together.

2d-random variables with probability matrix [ We need the further restrictions
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Lemma 2.4. Let k € Zy and p1,p2 € [0,1], such that, both p1k and pe2k are integers. Choose
p € [0,1], such that, p > pipa. Let X® € R? be independent identically distributed 2-dimensional

Bernoulli variables, where their probability matriz is P = {pzp_p 1_511__;2+p . We then get that
. 1
XO =y EA > XOxP = [pr]| > =35
%,;] Z PR 2 350
7

In the proof we will be using the Stirling’s approximation
2mnn"e " < n! < eynne ™.

This implies the following useful bounds on the binomial and multinomial coefficients.

<an> = ez an(1 — a)n (an)*((1 — a)n)(1-a)n (7)
> \/62:710 Bqmm(1 — q)~(1mon
<an, bn, C”) - et Vanbnen(1 —a —b— ¢)n (an)e™(bn)(cn)((1 —a — b — c)n)(l—“—b—c)}/‘bs)

> 7\/i7rn—1.5a—anb—bnc—cn(l —a—b— C)—(l—a—b—c)n
(&

Proof. If py = 1 then p = po and we get that

STXY =pak| = 5 )1 = pa)irk > V2T f
p2k

i€[k]

where we have used eq. . We get the same bound when p; =0, ps =1, or po = 0.
Now assume that p1,ps & {0, 1}, we then have that % <pr<1-— % and % <pa<1-— % We
first note that

Z X = (pik, pok) A Z X X(Z [pk]

k
= [pk] _ \P1k—[Pk] _pyP2k=TPR] (1 _ 4 pyk—pik—pake-[pk]
([plﬂaplk — [pk], p2k — (pkﬂ)p (1 —p) (p2 — p) (I1—p1—p2+p)
\/ﬂ [ k]| pik — [pk]

1
> _ _ _ A b
> < T O < [pk]log ok (p1k — [pk])log P —"

k—pik — pok + [pkﬂ)
k — p1k — pok + pk

e

p2k — [pk]
— (pok — [pk])log =0 — (k — p1k — pok + [pk])1
(p2k — [pk])log " (k — p1k — p2k + [pk]) log

where we have used eq. (§]). We will bound each of the terms [pk| log (z ]j , (p1k—[pk]) log & zl)fk_—[z ZW ,

(p2k — [pk]) log p;fkjgllz] ,and (k — p1k — p1k + [pk]) log % individually.

Using that p > pip2 > 1%2 we get that

[pk]
ok

1
[pk] log = (1 + pk)log (1 + pk) <1+4log(l+k).
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Now using that 1 —p; —pa+p > (1 —p1)(1 — p2) > k2 we get that

k — p1k — pok + [pk]
k—p1k —pk k1)1
(k — prk — p1k + [pk]) log A ——

1
<(k(l—p1—p2+p)+1)1 14+
(k(1—p1 — p2 + ) >og( k(l_pl_pﬁp))

<1+log(l+k).

We easily get that

pik — [pk] pik — pk
k — [pk])log 1L < (pik — [pk])log “—— =0 .
(p1k — [pk])log o —" < (p1k — [pk]) ey —

Similarly, we get that (pok — [pk]) log p;kk [gg =0.

Combining all this we get that

i Vor
P ST XD = ik, pok) A ST XX = [pk] | = YTk exp(—(1+ log (1 + k) — (1 + log(L + k)))
1€[k] 1€[k] €
1
> 735
— 400

O]

We now prove a result for the random walk, conditioned on the final position. In the last result
of this section, we will remove those restrictions.

Lemma 2.5. Let k € Z4 and p,p1,p2 € [0, 1], such that, pk,p1k, and pak are integers and p > pipa.
Let X ¢ {0, 1}2 be independent identically distributed variables. We then get that

privi<k: S xO> (PSS x0 = [P kA S xOx0 < ph| > 673
i€k P2 ic[k] p2 ic k]

In the proof we will use the folklore result.
Lemma 2.6. Let k € Z1 and (a;);cjr) numbers such that 3 ;e ai > 0 then there exists a s € [K]
such that Zie[l A(s4i) mod k = 0 for every I < k.

Proof of Lemma|2.5. Using Lemma|2.6{we get that Z e[l X ® > pil for every | < k with probability
at least k~! since every variable identically distributed. Fixing (X fi))ze[k] and using Lemma 2
times we get that >>,; X3 l)X() 2> el X( and 37, (1 — Xfi))X(i) > P e Xl(i for
every | < k with probability at least k: 2. If all these three events happens then for every | < k we

get that
> = 3 - T x

i€(l] €[l

ZXz) p2 pZX('L

el
b —Ppip2 (3) p2 b
= —= X+ l
pl(l—pl)ie% ! 1—p
P —Pp1p2 p2 —p
= I+ l
(1l —pl)pl 1—p1

=pal .
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So we conclude that with probability at least k2 then Zie[l] X > n [ for every [ < k which

P2
finishes the proof. O

All that remains is proving Lemma We restate it and then prove it.

Lemma Let X1,..., X}, € {0,1}? be iid. Bernoulli 2d-random variables with probability matriz
P pP1—p
[pz—p 1—p11—p2+p ’
and p2k are integers.
Let Sy = Eie[é} X; be the associated random walk. Then

Assume that the coordinates are correlated, that is p > pip2, and assume pgk

PriVle k] : S, <0] > ———

Proof. We define the set U = {(x(i))ie[k} e Rk |Vl <k > el 2 < [g;]f} of all sequences sat-

isfying our path requirement. In other words Pr[Vk € [n] : S < 0] = Pr [(X(i))ie[k] € U]. We then
add even more restrictions by defining

A= @Dy € BPF| 3720 = [B1EA D (1 -2l (1 — ) = [ph]
i i€[k]
That is, we require the last final value of the path to completely match its expectation, rounded
up. By monotonicity we have Pr [(X(i))ie[k} eU] >Pr [(f(i))ie[k] elin A’]

We want to use Lemma and Lemma and to ease the notation we introduce the negated
random variables Y = 1 — X, Define py» = 1—p1 — ps +p. We then have that E D)(i)] = [i:g;]
and Pr D)(i) = (%)] =pp=1—p; —p2+p>(1—p1)(1—p2) by the assumption of correlation.

We can then rewrite using Y-

Pr[(XD)icpg e UnA| =Pr |[ve<k: 3 ¥ = (170004 S YO = [0k A 3 VIV = [paok]
i€lh] = il

Now using Lemma [2.4] we have that

! (0)4,(8) _ L. 35
ry Y= lgglmZyl Vo' = [pask]| = o5k
ic[k] ic (k]

Combining this with Lemma we get that

Prive<k:Y YO=[Thend YO = 11’1“23»1 = [p22k]

i€[k] i€[k]

Z o 1_2 [k A Z YOV = [pask]

i€lk] i€[k]

“Pr |V <k: Z Yo 1_2; Z Yo 1_2; 1k A Z yl’)yg = [paok]
iclk] ic[k]
1

— 400
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3 Lower Bounds

Our lower bounds all assume that wed = w(logn), where d is the size of the universe. As discussed
in the introduction is both standard and necessary.
We proceed to define the hard distributions for all further lower bounds.

1. A query z € {0,1}% is created by sampling d random independent bits with Bernoulli(wyg)
distribution.

2. A dataset P C {0,1}¢ is constructed by sampling n — 1 vectors with random independent
bits from such that y; ~ Bernoulli(ws/wy) if ; = 1 and y; ~ Bernoulli((w, — w2)/(1 — wy))
otherwise, for all y € P.

3. A ‘close point’; y' € {0,1}%, is created by y. ~ Bernoulli(w;/w,) if z; = 1 and y, ~
Bernoulli((w, — w1)/(1 — wq)) otherwise. This point is also added to P.

The values are chosen such that E [|z|] = w,d, E [|2]] = wyd for all z € P, E[jlz Ny'|] = wid, and
E[|Jz Ny|] = wad for all y € P\ {y'}. By a union bound over P, the actual values are within factors
1+0(1) of their expectations with high probability. Changing at most o(logn) coordinates we ensure
the weights of queries/database points is exactly their expected value, while only changing the inner
products by factors 1+0(1). Since the changes do not contain any new information, we can assume
for lower bounds that entries are independent. Thus any (wgq, wy, w1 (1 —o0(1)), w2(1+0(1)))-GapSS
data structure on P must thus be able to return 3’ with at least constant probability when given
the query .

Model Our lower bounds are shown in slightly different models. The first lower bound follows

the framework of O’Donnell et al. [54] and Christiani [27] and directly lower bound the quantity

log(p1/ min{pu,pq})
log(pz/ min{pu,pg}) ™ L . .
Wa # WqWy, i.€., it gives a lower bound when we are not considering a random instance, and it only

gives a lower bound in the case where p; = py,.

For the second lower bound we follow the framework of Andoni et al. [I0] and give a lower bound
in the “list-of-points”’-model (see Definition . This is a slightly more general model, though it is
believed that all bounds for the first model can be shown in the list-of-points model as well. Our
lower bound shows that our upper bound is tight in the full time/space trade-off when wy = wqw,,,
i.e., when we are given a random instance.

The second bound can be extended to show cell probe lower bounds by the arguments in [57].

which lower bounds p, and p, in Definition This lower bound holds for all

3.1 p-biased Analysis

We first give some preliminaries on b-biased Boolean analysis, and then introduce the directed noise
operator.

3.1.1 Preliminaries

We want analyse Boolean functions f : {0,1}% — {0,1} but as is common, it turns out to be
beneficial to consider a more general class of functions f : {0,1}% — R.
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The probability distribution m, is defined on {0,1} by m,(1) = p and 7,(0) = 1 — p, and we
define ﬂ?d to be the product probability distribution on {0, 1}d. We write Ly({0, 1}d , ﬂ?d) for the

inner product space of functions f : {0, l}d — R with inner product

(f:9)p= E_[f(@)g9(z)] .

.’ENﬂ?d

1/
We will define the norm HfHLq(p) = (Eme@d [f(x)q]) "

We define the p-biased Fourier coefficients for a function f : La({0, 1}d ) wz?d) by

fOS) = B |f@)ed@)] .

P
for every S C [d] and where we define
R ®) () = ®) (g,
o) (z) = 65" (@) = ][ 6" (@)
p(1—p) zl;[S'

The Fourier coefficients have the nice property that
) =Y fP(S)6d ().
SC[d]

The Fourier coefficients satisfy the Parseval-Plancherel identity, which says that for any f,g €
Ly ({0, 1}d,7rg) we have that

Foghy= 3 FP($)57(S) .
SCld]

In particular we have that B, pgd [f(x)?] = HfH%Q(p) = > _scid f®)(S)2. For Boolean functions
f Ao, l}d — {0,1} this is particularly useful since we get that

e TP z~7rp SC[n]
Pr [f@)=1= E_[f@]= E_ [F@)?] =Y fP(9)2
o o o scld)

If we think of f as a filter in a Locality Sensitive data structure, Pr,__ca [f(7) = 1] is the
p

probability that the filter accepts a random point with expected weight p (d - p of the coordinates
being 1).

3.1.2 Noise

For p € [1,1], p1,p2 € (0,1), and = € {0,1}% we write y ~ N2 7P*(z) when y € {0,1} is randomly
chosen such that for each i € [d] independently, we have that if z; ~ 7, then y; ~ 7, and (x;, ;)

are p-correlated. We note that if z ~ 7r®d and y ~ NJ'7'P? then we also have that y ~ 7r®d and
NP2—>P1 (y>
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For p € [—1,1] and p1, ps € (0, 1) we define the directed noise operator Ts* P2 : Ly ({0, 134, ng) —
Lao({0, 1}, m5") by

P f@) = B C[fy)] .

yNNP1 —P2
P

When p; = ps = p then T,f_)p is the wsual noise operator on p-biased spaces and we denote it

——(p) R
T,EP). Tp(p) has the nice property that T,Sp)f )(S) = plSIf®)(S) for any S C [d], and hence T,Sp)

satisfies the semigroup property 7, p(p )Tép ) =T ,gg . The following lemma shows that we have similar

H P1—P2
properties for T}, .

Lemma 3.1. For p € [-1,1], p1,p2 € (0,1) and f € La({0, 1}d,7r§i) we have that

—— (p2) A
RE(S) = ().

for any S C [d]. Furthermore, for any o € [—1,1] and p3 € [0,1] we have that T3> "P*T5H 7P =
Tha 7% and T3> 7P* is the adjoint of Th' 'P2.

Proof. We fix S C [d] and get that

s (p2) I — 2
Tgn prp (S)= E _T,fl pr($)¢g3)($)]

IN7T®d
P2
(p2))
= E E
BB 01 <az>]
= B | B S Fmel )| 68 @)
ey |y~Net @) | pejg
= #(p1) (p1) (p2)
2 e S ()08 ()l <x>]]
=7, E 2 [¢§p1><yi>¢§”2’<xi>}]
ieg P2 |yiNp
_ pIfs)
where the last line uses that qﬁl(p ) (z) = ﬁ, which proves the first claim. For the second claim

we note that

p3)

(p3) —— (p2) —
Y(S) = oSITETPE £ (9) = (po)lSI ) (§) = TR ()

(ng —D3 Tgl —Dp2 f)

for any f € f € Lo({0, 1}d , 771?1) and any S C [d] which proves the second claim. For the last claim
we use the Plancherel-Parseval identity and get that

(T2 ) oy = O PO FEVGPD) = (F, 1022010y
Seld]

for any f € La({0, 1}d,7rgd) and any g € Lo ({0, 1}d,7r§3;d) which shows that 752" is the adjoint

of TH' P2, O
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We say that (T5'7?),50 is (s,7)-hypercontractive if there exists py > 0 such that for every
P = Po and every f € LT({Oa 1}d ) ng)

L]

L) S Wz, oy -

We define o, ,(p1,p2) to be the smallest possible pg We are interested in the hypercontractivity of
TP1—P2

3.2 Symmetric Lower bound

The most general, but sadly least tractable, approach to our lower bounds, is to bound the noise
operator T, in terms of a different level of noise, T3. We do however manage to show one bound
on this type, following an spectral approach first used by O’Donnell et al. [54] to prove the first
optimal LSH lower bounds of p > 1/c for data-independent hashing. Besides handling the case of
set similarity with filters rather than hash functions, we slightly generalize the approach a big by
using the power-means inequality rather than log-concavity.

We will show the following inequality

Proy gl () = 1 f(y) = )/ _ (| Proylf(z) =1
( Pr, ¢[f(2) = 1] ) = (1 & Pry ¢[f(2)

Sy) =1\ 0
4=

where a = 5(11__%2) and § = ;”(21__“5), and ¢y’ and y are sampled as respectively a close and a far
point (see the top of the section). By rearrangement, this directly implies a lower bound in the
LSF model as defined in Definition [4

First we prove a general lemma about Boolean functions, which contains the most important

arguments.

Lemma 3.2. Let f : {0,1}"" — R be a function and p € (0,1). Then for any 1 > a > > 0 we
have that

1/1og(1/c) 1/log(1/8)
<<To(zp)f7 f>L2(p)> - <T/§’p)fv F) o)

11 Z0) 11700

16This widens the range in which the bound is applicable — the O’Donnell bound is only asymptotic for » — 0.
However the values we obtain outside this range, when applied to Hamming space LSH, aren’t sharp against the
upper bounds.
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Proof. We use the Parseval-Plancherel identity and the power-mean inequality to get that

<<f,f>Lm>l“°g“/“> ) (ngn} a'Sﬂp)(s)?)l“"g(”a)
1% oy > s [P (S)?

. 1 f@®(9)2
_ ZZFSC|[IJ; ) <67k>10g(1/a)
> scn] fo(9)?

1/log(1/a)

k=0

A 1/log(1/B8)
Sscpy fP(S)? ¢

|S] k ok log(1/8)
ZZSC fP(9)? ( >

k=0

S gcp A5 70 (5)7) Y
_< ng[n]f(p)() )

1/1log(1/8)
_ ((Tg(p)f, f>L2(p))

IN

1£117 50

The first and the last equality follows from the Parseval-Plancherel identity and the inequality
follows from the power-mean inequality since log(1/a) < log(1/8). O

The proof of Theorem [2]is then simply a few a rearrangements such that we can use Lemma

Corollary 1. Any data-independent LSF data structure for the (w,w, w1, ws)-GapSS problem with
expected query time nP1 and expected space usage n'TPu where Pq = pu = p must have

S log (LT /g (2T
p=78 w(l —w) & w(l—w))
Proof. Let F be any fixed LSF-family and let f : {0,1}" — {0,1} be a random function such

that f~1(1) = Q for Q@ ~ F. Now we define the deterministic function f : {0,1}" — R by
f(z) = >_sCid \/ Er [f(w)(S)ﬂ ¢s(x). Using the Parseval-Plancherel identity we get that

BT Diato)| = 22 AB[FOAS?] = (T80T T ot -

sca !

ol w2) and note that Pr, v ¢[f(z) = 1, f(y/) =

for every p. We set a = 5(11:1’5) and g =
1] = Ey [(T( f f)LQ(w)], and Pr, ¢[f(x)

By (T8 £, £) | Progslfe) = 1, £(y)
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Ey [HfH%Q(w)} . Then using Lemma [3.2| we get that

w 1/log1l/a
<Prx,y/,f[f<m> — 1L /() = 1])1/ estfa (B (T s ]
Pr, /(@) = 1] By (1713 400

(w)F = | 1/logl/c
(57 P

171170

w)— — 1/log1/pB

<T/§ )f,f>L2(w) *

< | —=5—

11200
_ (PI‘Ly,f[f(x) = 1,f(y) — 1])1/10g1/5

Pry rf(z) = 1] ‘

By rearrangement this implies that

Pr, ¢ [f(@)=1F(y")=1]

o= log Pry ¢[f(x)=1] loga
- Pro, ;[f(@)=Lf(¥)=1] =~ log B
log = Fw=1] e

O]

As noted the bound is sharp against our upper bound when w,,, wy, w1, ws are all small. Also
notice that loga/log 8 < %% is a rather good approximation for o and 3 close to 1. Here the
right hand side is the p value of Spherical LSH with the batch-normalization embedding discussed
in Section 1]

Note that the lower bound becomes 0 when we get close to the random instance, wo — wqwy,.

In the next sections we will remedy this, by showing a lower bound tight exactly when wo = wyw,,.

3.3 General Lower Bound

Our second lower bound will be proven in the “list-of-points” model. We follow and expand upon
the approach by Andoni et al. [I0]. The main idea is to lower bound random instances with planted
points. If the random instances correspond to a Similarity Search problem with high probability
then we have a lower bound for the Similarity Search problem. We formalize the notion of random
instances in the following general definition.

Definition 3 (Random instance). For spaces Q and U we describe a distribution of dataset-query
pairs (P, q) where P C U and q € Q. Let Pou be a probability distribution on Q xU, a Pgy-random
instance is a dataset-query pair drawn from the following distribution.

1. A dataset P C U 1is constructed by sampling n points where p ~ Py for all p € P.
2. A dataset point p' € P is fized and a q¢ € Q ts sampled such that (q,p") ~ Pou-

3. The goal of the data structure is to preprocess P such that it recovers p’ when given the query
point q.

We can then generalize the result by Andoni et al. [10], who proved a result specifically for
random Hamming instances, to general random instances. We defer the proof to Appendix [A]
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Lemma 3.3. Let QQ and U be some spaces and Pgy a probability distribution on ) x U. Consider
any list-of-points data structure for Pou-random instances of n points, which uses expected space
ntPu has expected query time nPa=on (L) " and succeeds with probability at least 0.99. Letr, s € [1,00]
satisfy

ey B FEOI] < 15O iy 190 )

for all functions f: Q — R and g : U — R. Then

1 1 1 1
R T e N
r r r S

where v’ = I~ is the convex conjugate of r.
r—1

This gives a good way to lower bound random instances when one has tight hypercontractive
inequalities. Unfortunately, for most probability distributions this is not the case but we can amplify
the power of Lemma [3.3] by combining it with Lemma [T.1] which we recall from the introduction.

Lemma 1.1. Let Pxy be a probability distribution on a space Qx X Qy and let Px and Py be the
marginal distributions on the spaces Qx and Qy respectively. Let s,r € [1,00), then the following
s equivalent

1. For all functions f: Qx — R and g : Qy — R we have

ey 0N < g N9y 9)

2. For all probability distributions Qxy which are absolutely continuous with respect to Pxy we
have

(9x | Px) n D(Qy || Py) .

D
D(Qxy || Pxy) > S

(10)
We defer the proof to the end of the and instead start by focusing on the effects of

combining Lemma [3.3] and Lemma First of all we can prove the following general lower bound
for random instances.

Theorem 4. Let Q and U be some spaces and Pgu a probability distribution on Q x U. Consider
any list-of-points data structure for Pou-random instances of n points, which uses expected space
nYtPu | has expected query time nPer () and succeeds with probability at least 0.99. Then for every
r € [1,00] we have that

%pq " %pu > inf (1 D(Qqu || Peu) —D(Qq || Po) 1 D(Qqu || Pou) — D(Qu HPU)) 7

r D(Qu || Pv) 7/ D(Qu || Pv)

where ' = 5 is the convex conjugate of r and the infimum is over every probability distribution

Qou with Qu # Py and which is absolutely continuous with respect to Py .

Proof. Let r € [1,00] and choose s = arginf {s € [1,00] | Pgu is (r, s)-hypercontractive}. Lemmal[3.3]
give us that

1 +1 >1+1 1 (11)
PP e =T ’
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Lemma [T1] give us that

D(Qx || Px) n D(Qy || Py)

D(Qxy || Pxy) >
T S

for every Qgu with Qi # Py and which is absolutely continuous with respect to Por. We can
rewrite this as

1 1 1 1
D(Qqu | Pov) ~ (@0 o) + % D(Qay [ Pav) ~ D(Qu IP0) = (1 = ) Digulm)

1D(Qqu || Pou) —D(Qq || P) n 1 D(Qqu || Pou) — D(Qu || Pu)
r D(Qu || Pv) r! D(Qu || Pv)

1
>
s

Now the minimality of s give us that

: 1D(Qqu | Pou) —D(Qq | Pg) | 1 D(Qqu || Pou) —D(QUHPu)> 11
£ (= - — 41, (12
5 ( D(Qu [ Pu) T D(Qu [ Py) Ty (13

S r

Qqu

where the infimum is over every probability distribution Qg with Qp # Py and which is absolutely
continuous with respect to Pgy. Now combining and give us the result. O

Combining the lemma with the “Hypercontractive Induction Theorem” [52] we can prove The-
orem [3

Lemma 3.4. Let Pxy be a probability distribution on a space Q0x X Qy and 7358;7{”/ be a probability
distribution consisting n independent copies of Pxy. Then Pxy is (r,s)-hypercontractive if and
only if PE??{”/ is (r, s)-hypercontractive.

We restate Theorem [3| and prove it.

Theorem 3. Consider any list-of-point data structure for the (wq, Wy, w1, wqw,)-GapSS problem
over a universe of size d of n points with wyw,d = w(logn), which uses expected space nttPu has
expected query time nPa—r(Y)  and succeeds with probability at least 0.99. Then for every o € [0, 1]
we have that

. D(T'|| P) — d(tq || wg) D(T || P) — d(tu || wy)
1- w > f 1— ,
apg+ (1= )pu = =R (0‘ A(te [ wa) +(1-a) d(ta | we)
tuiwu

where P = wuw_lwl 1_wu;q__wiﬂrwl] and T = arg inf D(T| P).
T<P, E_[X]=[}]

Proof. From the discussion at the beginning of the section it is enough to lower bound the P®%-
random instance where P = Bernoulli([,,' 17w“;‘§;iuwl ]), since this will imply a lower bound for the
(wgq, Wy, w1, wqw,)-GapSS problem. Combining Lemmaand Lemmawe get that P®? is (r, s)-
hypercontractive if and only if D(T'|| P) > d(tqﬂ wa) | d(t“! wu) where T = arg inf D(T || P).
T<P, E_[X]=[']
X~T tu
Now repeating the proof of Theorem [4] give us the result. O
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Proof of Lemma We now turn to the proof Lemma [I.J] The main argument needed in
the proof of is contained in the following lemma, which can be seen as a variation of Fenchel’s
inequality.

Lemma 3.5. Let P be a probability distribution on a space ), Q a probability which is absolutely
continuous with respect to P, and ¢ : 2 — R a function such that Ep [exp(¢(X))] < co. Then

D(QIIP)+log B [exp(@(X))] = E_[6(X)] -

and we have equality if and only if %(x} = %.

Proof. To ease notation we write p = %. We note that

p(X) ]

| B e = B 601 - B [1og

DQ[P)= E [logp(X)= E |1
@QIIP) = B logp(x)] = B, fog QXN = B 6(0] - By

Using Jensen’s inequality we get that

exp(6()) ip
: [l"g p(X) iQ

Combining these two equations give us the inequality. Now we note that we have equality if and
only if €¢(m)%($) is constant, and since ) is a probability distribution this is equivalent with

dQ _ exp($(x))
2 (T) = Bxplep(a0] -

~Q

| <t0g 2, [exptoto) 6 ()] = 1oe B lexp(oa)]

We are now ready to prove Lemma[l.1

Proof of Lemma[I.1. (9) = (10). Let Qxy be a probability distribution which is absolutely

continuous with respect to Pxy. We set exp(¢px(z)) = %(x) and exp(oy(y)) = %(y).

From this we see that Ex.p, [exp(¢x(X))] = Ex~p, [dQ—X(X)} = Ex~o, [1] = 1 and similarly

dPx
that Eyp, [exp(¢x(X))] = 1, hence we have that ‘fl%j; (x) = EXN;EP&);((&)()(X))] and %(y) _
xp(¢ .
Eywiylj[gxg(%z{)(y))]. Using (9) we get that
E X V)< E NYTE Vs
(X, Y)~Pxy (ep(0x(X) +ov (V)] < X~Px lexp(rex (X))] Y ~Py [exp(sdy (V)] <

1 E ~ X 1 E N e
10g(X7YEPXY [exp(x (X) + dy (V)] < —2—XPx [e;p(mﬁx( )] | logBynp, [sz(S(by( i

Using Lemma [3.5] 3 times we have that

log B [exp(ox(X)+ov(Y)]= E  [¢x(X)+¢v(Y)] - D(Qxy || Pxy)

(X,Y)~Pxy (X,Y)~Qxy
log B [exp(ox (X))] = i, [¢x (X)] = D(Qx [| Px)
log B [exp(oy (V)] = v [0y (V)] = D(Qy | Py) ,
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where the equalities hold since dQ—X(x) =

then get that

exp(ox (@) 0Oy o exploy(y)
Exory lexp(ex 0N 204 a5y (V) = 5. emox vy We

log Ex~py [exp(réx (X)) | logBy~p, [exp(séy (V)]

log <X,Y)Fi7axy [exp(ox(X) + oy (V)] < : : i
(X,Y)]EQXY [px(X) 4+ ¢y (Y)] — D(Qxy || Pxy)

< B [ox(0] = D(Qx | Px) + E[év(¥)] = D(Qy | Py) )
D(Qxy || Pxy) > D(QXTHPX) N D(QYSHPY) |

which proves that @ = .
= ([9). Fix the functions f : Qx — Rand g : Qy — R. We note that B x y)p., [f(X)g(Y)] <
Exy)~pxy [f1(X) gl (V)] hence we can assume that f and g are non-negative. We define ¢x (z) =

log(f(z)) and ¢y (x) = log(g E Then ({9) is equivalent with

< 1/r 1/s
ey B [E0(0x(X) + 0y (V) € B, [explrox (X)) | lexp(siy (¥) =
log Exp, |exp(r log Ey ~p, [exp(soy (Y
og B [exp(éx(X) + oy (v)] < 28EX Py [exp(réx (X)) | logBy~p, [exp(soy (V)]
(X,Y)NPXY T S
We define the probability distribution Qxy by f”%;}’: (x,y) = E(x,y:f;(i)[; E{);();rj(y)g’l O It is easy
to see that Qxy is indeed a probability distribution. Using (10)) we get that
D(Qx || P D(Qy || P
D(QXYHPXY)E ( XTH X)+ ( YSH Y) )
Using Lemma 3 times we have that
D P E X)+ Y)] -1 E X)+ Y
Qv IPx) = B ox(X) +or (V)] ~log | B lexp(éx(X) + 6y (Y))
DRx[Px)= B lox(X)]—log B lexp(dx(X))]
D(Qy [ Py) 2 NE oy —log B fexsplov(Y)]
where the equality holds since Z% Y(x,y) = E(x,mj);i(i)[(e E()g();f(’/)gz LIk We then get that
D(Qx || P D(Qy || P
D(Qxy || Pxy) > ( XT‘ X)-I- ( YSH v) =
E X)+ Y) —1lo E ex X)+ Y
ey Eon XX +or (V)] —log | B fexp(6x(X) + v (V)]
> — _
> B ox(X)]-log E [xp(x(O)+ B [ov(¥)]~log B _lexp(ov(Y)) =
log Ex~ log Ey ~ Y
g B [exp(x(X) + oy (v)] < 2BEx~Px [exp(wx( )] | logEypy [exp(sdy( )]’
(X,)Y)~Pxy r S
which proves that = @D O

"We define log(0) = —oo and exp(—o0) = 0.
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3.4 Explicit Hypercontractive Bounds

In this section we show how to relate the directed noise operator to the lower bounds of Oleszkiewicz [53],
thereby giving direct lower bounds for a number of cases for s and r. By Theorem [3]and Lemma (3.3
this is the dual to proving optimal values (t4,t,) in our upper bound.

We start by with a standard lemma which shows that hypercontractivity of an operator implies
hypercontractivity of its adjoint.

Lemma 3.6. Let T : Lo(Q,7) — Lo(Q, @) be an operator with T* : La(Q, ") — Lao(2, ) being its
adjoint, and let 1 < r,s < oo with r',s" being their convex conjugates. Then

1Tz, ey < WML iy
holds for all f € La(Q, m), if and only if
(TF, 9 Loy = T La(m) < Wl iy 911 ey
holds for all f € Ly(Q2, ) and all g € Lo(Q,7'), if and only if
1Tl 2,y < N9l oy
holds for all g € La(Q, 7).

Proof. We assume that [|T'f; . < [ flly, (x) holds for all f € Ly(Q,m). Let f € Ly(€2,m) and
g € La(Q,7') then by Holder’s inequality we have that

Tf.9) Loy S NI, @y 190 Lyrry S WA pimy M91 2y -

Similarly, we assume that 77|, iy < [l () holds for all g € Lo(, 7). Let f € La(2, )
and g € La(Q, ") then by Holder’s inequality we have that

LT o) < Wl o 1T oy < 1y N9y

Finally, we assume that (I'f,9)r,(x) < [[fll1, (x) 9]l () holds for all f € Lo(€2,m) and all
g € La(Q,7'). Let f € La(Q, ) then using that Ls(n') is the dual norm of Ly (7') we get that

ITf i,y = sup (Tfi@ra@y < sup (N fllz ) 1902, = 1l -
lgllp,(ry=1 lgllL,zy=1

Similarly, let g € La(€Q, 7’) then using that L,(7) is the dual norm of L, (7) we get that
<

1Tl = sup ([, T79)1y(x) sup [ fll g, o) 19 2g ey = 119N Loy
£l L, ey =1 1AL, (=ry=1

which finishes the proof. O
Our hypercontractive results will be based on the tight hypercontractive inequality by Oleszkiewicz [53].

Theorem 5 ([53]). Let p € (0,3)U(3,1) and 1 < r < 2 then for any function f € Ly ({0, l}d,ﬂ'gd)
we have that

|z21],. ) < Wl - F

where p=p~Y2(1 — p)_l/z\/(;_f/)f_i/li;gz;:r which is best possible.
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From this we get following tight hypercontractive inequalities for 75! 72

Corollary 2. Let p1,p2 € (0, %) U (%, 1) and 1 < r <2 then for any function f € La({0, 1} ,ng)
we have that

HTgl—m2fHL2(p2) < HfHLr(pl) ’

2—2/r

where p = pf1/2(1 — pl)_l/z\/(l_g}r)rzwr 4l which is best possible.

Py —(1-p1)~ 2/r

Proof. Using the Parseval-Plancherel identity and Lemma [3.1] we get that

HTgl—meHiQ(p Z TP1—>p2f(p2 Z p2|S|TP1—>P2f _ HT pl) ’
SCld] SC[d

La(p1)

hence the result follows from Theorem [l O

Corollary 3. Let p1,p2 € (0, %) U (%, 1) and 1 < s < 2 with s’ the convex conjugate of s, then for
any function f € La({0, 1}d,7rz§id) we have that

}|T51—)p2fHLS/(p2) < ”fHLz(pl) ’

- /s _n2— 2/s
where p = p, 1/2(1 — pg)_l/Q\/(;7 5/232_(? p;)) o which is best possible.

Proof. By Lemma [3.6) we get that the result is true if and only if
HTZ,??—’THQHLQ(M) < 9l pa) -

for all functions g € L2({0,1},7p,). Now the result follows by using Corollary O
(p)

We also get a hypercontractive inequality for the standard noise operator 7,

Corollary 4. Let p € (0, %) U (%, 1) and 1 < r < 2 with convex conjugate ', then for any function
f € La({0, 1}‘1,77]?‘1) we have that

HT’Sp)fHLr,(p) <Al -

(l_p)2—2/7ﬂ_p2—2/r
p=2/7—(1—p)=2/7

where p = p(1 — p) which is best possible.

Proof. Using Lemma [3.6] we get the result holds if and only if
<Tp(p)f7g>L2(p) < ”f”Lr(p) HgHLT(p) )

holds for all f, g € La({0, 1}d , W?d). First we note that the result is true by using Cauchy-Schwartz
and Theorem [

(TP 1.6) 2ty = T T D01 < |72

1 v R TP T

Now to see that p is best possible we set g = f which give us that

|79, = @28 Hran < 1715,

so Theorem [5| gives that p is best possible. O
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We will use Corollary 4] to show that setting (¢4,t,) = (1 — w,1 — w) is an optimal threshold
(l_p)2—2/7>_p2—2/r
p=2/r—(1—p)=2/7
_ . —w? _
rewritten as r = 10210% where T = %. Using Lemmawe get that p = 5(11_%), T=1% and
p+T

for the (w,w,wr,w?)-GapSS problem. First of we note that p = p(1 — p) can be

that

1 1 2
“pgt pu= 1.
T T T

w(wy —2w+1)

1
Now we have that p, = p, = Oglog%, and we find that
1—w
2 log pi’:l L longlpitzl
r log T log T
It is then easy to check that 7! pf:fl = w&ig;ﬁ’ll), which then shows that (t4,t,) = (1-w,1—w)

is an

4 Other Algorithms

We show two results that, while orthogonal to Supermajorities, help us understand them and how
they fit within the space of Similarity Search algorithms.

The first result is an optimal affine embedding of sets onto the sphere. This result is interesting
in its own right, as it results in an algorithm that is in many cases better than the state of the art,
and which can be implemented very easily in systems that can already solve Euclidean or Spherical
Nearest Neighbours. The result gives a simple, general condition a Spherical LSH scheme must
meet for the embedding to be optimal, and we show that both SimHash and Spherical LSH meets
it.

The second result is also a new algorithm. In particular, it is a mix between Chosen Path and
MinHash, which always achieves p values lower than both of them. It is in a sense a simple answer
to the open problem in [28] about how to beat MinHash consistently. More interesting though, is
that it sheds light on what makes Supermajorities work: It balances the amount of information
pulled from sets vs. their complements. The proof is also conceptually interesting, since it proves
that it is never advantageous to combine multiple Locality Sensitive Filter families.

4.1 Embedding onto the Sphere

We show, that if an algorithm has exponent p(«, 3) = f(«)/f(8) where « is the cosine similarity
between good points and f is the similarity between bad points on the sphere; then assuming some
light properties on f, which contain both Spherical and Hyperplane LSH, two affine embedding
of sets x € {0,1}? to S?! that minimizes p once the new cosine similarities are calculated, is
x+— (z—w)//w(l —w) where w = |z|/d. While the mapping is allowed to depend on any of the
GapSS parameters, it curiously only cares about the weight of the set itself. For fairness, all our
plots, such as Figure [2 uses this embedding when comparing Supermajorities to Spherical LSH.

Lemma 4.1 (Embedding Lemma). Let g, h : {0,1}¢ — R? be function on the form g(z) = a1z +by

and h(y) = agy + ba. Let p(z,y,y") = f(a(z,y))/ f(a(z,y")) where alz,y) = (z,y)/||l|l[[y[| be such
that

f(z) >0, L((x1-2)Llogf(z)) >0 and %logf(z)ﬁ()
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(a) Query time/space exponent, p, for the SimHash  (b) Query time/space exponent, p, for the Spherical
algorithm [23]. LSH algorithm [66].

Figure 6: Given a GapSS instance with w, = .3 and w, = .2, the optimal affine embedding of
the data (represented as vectors z € {0,1}Vl) onto the sphere, turns out to be normalizing the
“mean” and “variance”. That is, before scaling down to ||z||2 = 1, we subtract respectively w, and
w, from all coordinates. The plot shows the “p-value” achieved by different spherical algorithms
as the among subtracted is varied: The x-axis, a, is the amount subtracted from queries and the
y-axis, b, is the amount subtracted from datasets.

for all z € [-1,1]. Assume we know that ||x||3 = wyd, ||y||3 = wud, (x,y') = wid and (z,y) = wad,
then arg minal,az,bl,bg p(g(.’L‘), h(y)7 h(y/)) = (17 1) —Wg, _wu)
In this section we will show that Hyperplane [24] and Spherical [10] LSH both satisfy the
requirements of the lemma. Hence we get two algorithms with p-values:
log(1 — arccos(«)/7) l—al+p
Php = y  Psp = PEE
log(1 — arccos(8)/m) l+al-p

where o« = D1 Wqtu and 8 = W2 Wqtlu , and space/time trade-offs using the
Vw4 = e ) pace/ &
Pq, Pu values in [27]. |r_g| Figure |§| shows how p varies with different translations a, b.
Taking t, = wy(1+0(1)) and t, = wy(1+0(1)) in theorem|[I|recovers pg, by standard arguments.

This implies that theorem [I| dominates Spherical LSH (for binary data).

Lemma 4.2. The functions f(z) = (1 — z)/(1 + z) for Spherical LSH and f(z) = —log(l —
arccos(z)/m) for Hyperplane LSH satisfy lemma[{.1]

Proof. For Spherical LSH we have f(z) = (1 — 2)/(1 + z) and get

% (£1- z)d% log f(2)) =2/(1+ 2)2 >0,
Llog f(z) = —4(1 +322) /(1 — 22)® < 0.

8Unfortunately the space/time aren’t on a form applicable to lemma From numerical experiments we however
still conjecture that the embedding is optimal for those as well.
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For Hyperplane LSH we have f(z) = —log(1 — arccos(z)/7) and get

(arccos(z) F V1 — 22 — ) log(1 — arccos(z)/7) F V1 — 22'
(14 2)v1 —22(m — arccos(z))? log(1 — arccos(z) /)2

d% ((il — z)%log f(z)) =

In both cases the denominator is positive, and the numerator can be shown to be likewise by
applying the inequalities /1 — 22 < arccos(z), V1 — 22 4 arccos(z) < 7 and = < log(1 + z).

The d— 5 log f(z) < 0 requirement is a bit trickier, but a numerical optimization shows that it’s
in fact less than —1.53. O

Finally we prove the embedding lemma:

Proof of lemmal[{.1. We have

_ {rtay+b) wi + wgb + wya + ab
|z + al||ly + bl \/(wq(l +a)? 4+ (1 — wg)a?)(wu (1 + )2 + (1 — wy)b?)
and equivalent with ws for 8. We’d like to show that a = —wy, b = —w, is a minimum for
= f(a)/f(B).

Unfortunately the f’s we are interested in are usually not convex, so it is not even clear that there
is just one minimum. To proceed, we make the following substitution a — (c+d)+/wq(1 — wq) —wy,
b— (c—d)\/wy(l —wy) —w, to get

W1 —WqWy
Vwq(1—wg)wu (1-wy)
VI +A)(1+d?)

cd +

ale,d) =

We can further substitute cd — rs and /(1 +c2)(1+d?) — r+1orr >0, -1 < s < 1, since
1+ed < /(14 c2)(1+ d?) by Cauchy Schwartz, and (cd, /(1 + ¢2)(1 + d2)) can take all values in
this region.

The goal is now to show that h = (TS‘H‘:) /f (TS“/), where 1 > 2 > y > —1, is increasing

r+1 r+1
in r. This will imply that the optimal value for ¢ and d is 0, which further implies that a = —wy,

b = —w, for the lemma.
We first show that h is quasi-concave in s, so we may limit ourselves to s = +1. Note that

log h = log f (+r) log f (TW), and that L log f (Tjjf”) — (ﬁ)2 2 log f(2) by the chain
rule. Hence it follows from the assumptions that A is log-concave, which implies quasi-concavity as
needed.

We now consider s = +1 to be a constant. We need to show that %h > 0. Calculating,

r+1 r+1

if <7"5+x> /f <rs+y> _ (S_x)f(%)f,<rfﬁ) (S_y)2f<qm)f,<rrsﬁ)'

f
Since f > 0 it suffices to show (3 —x)f (Tj‘f) /f< ) 0. If we substitute z = Tfj‘f ,

+
€ [-1,1], we can write the requlrement as d%(s —2)f(2)/f(z) >0 or @ ((£1 - z) L log f(2)) =
0. O

T
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4.2 A MinHash Dominating Family

Consider the classical MinHash scheme: A permutation h : [d] — [d] is sampled at random, and
y C {0,1}% is placed in bucket i € [m] if h(i) € y and Vj<ih(j) € y. The probability for a collision
between two sets ¢,y is then [¢gN y]/ |q| —|— ]y\ —|¢gNy|) by a standard argument which implies an
exponent of p,, = log ™ +;‘)’i_w1 e
Now consider bulldlng multlple m(iependent such MinHash tables, but keeping only the kth
bucket in each one. That gives a Locality Sensitive Filter family, which we will analyse in this
section.

The Locality Sensitive Filter approach to similarity search is an extension by Becker et al. [16]
to the Locality Sensitive Hashing framework by Indyk and Motwani [39]. We will use the following
definition by Christiani [27], which we have slightly extended to support separate universes for

query and data points:

Definition 4 (LSF). Let X and Y be some universes, let S : X x Y — R be a similarity func-
tion, and let F be a probability distribution over {(Q,U) | @ € X,U C Y}. We say that F is
(51,82, D1, D2, Pg» Pu)-sensitive if for all points x € X,y € Y and (Q,U) sampled randomly from F
the following holds:

1. If S(xz,y) > s1 then Pr[z € Q,y € U] > p;1.
2. If S(z,y) < sy then Prlx € Q,y € U] < ps.
3. Prjz € Q] < pq and Pr[z € U] < p,.
We refer to (Q,U) as a filter and to Q as the query filter and U as the update filter.
We first state the LSF-Symmetrization lemma implicit in [28]:

Lemma 4.3 (LSF-Symmetrization). Given a (p1,p2,pq, Pu)-sensitive LSF-family, we can create a
new family that is (plg,pgz%, q,q)-sensitive, where p = max{py, p,} and ¢ = min{p,, p, }.

For some values of p1, p2, pg, pu this will be better than simply taking max(py, pg). In particular
when symmetrization may reduce p, by a lot by reducing its denominator.

Proof. W.lo.g. assume p; > p,. When sampling a query filter, Q C U, pick a random number
€ [0,1]. If @ > pu/py use () instead of Q. The new family then has p} = p, - pu/py and so on
giving the lemma. O

Getting back to MinHash, we note that the “keeping only the ith bucket” family discussed
above, corresponds sampling a permutation s of Y and taking the filter

U={z|si€xNso€x N - Nsi—1 & x}.

That is, the collection of x such that the first i« — 1 values of s are not in x (since then x would
have been put in that earlier bucket), but the ith element of s is in x (since otherwise x would have
been put in a later bucket.)

Using just one of these families, combined with symmetrization, gives the p value:

. (1 —wy — wy +wy)’ — Wy — Wy + wa)'ws
p’b g Zwu}

max{ (1 — wq)'wg, (1 —wy, max{ (1 — wq)twg, (1 — wy)iwy,}
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This scheme is a generalization of Chosen Path, since taking ¢« = 0 recovers exactly that algo-
rithm. However, as we increase ¢, we see that the weight gradually shifts from the present elements
(symbolized by w1, wa, wy and wy,) to the absent elements (symbolized by (1 —wy —w, +wy), etc.).

We will now show that for a given set of (wg, wy, w1, w2) there is always an optimal ¢ which is
better than using all of the ¢, which is what MinHash does. The exact goal is to show

w1 w2

Wy + Wy, —

> min p;.

n=lo >
Pm & Wq + Wy, — W3 >0

/ log
w1
For this we show the following lemma, which intuitively says that it is never advantageous to

combine multiple filter families:

Lemma 4.4. The function f(z,y, z,t) = log(max{z,y}/z)/log(max{z,y}/t), defined for min{z,y} >
z > 1> 0, 1s quasi-concave.

This means in particular that

log(max{z + 2",y +¢'}/(z + 2')) > win {log(max{a:, y}/z) log(max{z',y'}/2") }
log(max{z + 2,y +y'}/(t+t)) — log(max{x,y}/t)’ log(max{z',y'}/t") |’

when the variables are in the range of the lemma.

Proof. We need to show that the set

{(z,y, z,t) : log(max{x,y}/z)/log(max{z,y}/t) > a} = {(x,y, 2,t) : max{x,y}l_ata >z}

is convex for all o € [0,1] (since z > ¢ so f(x,y,z,t) € [0,1]). This would follow if g(z,y,t) =
max{x,y}~%* would be quasi-concave itself, and the eigenvalues of the Hessian of g are exactly
0, 0 and —(1 — a)at® ?max{z,y} *"! (max{z,y}* + t?) so g is even concave! O

We can then show that MinHash is always dominated by one of the filters described, as

2i>o(l—wg—wu+wi)twy

_wy . : (1—wg—wu+wi) ws
N log Wetwy—w1 log max{zizo(l_wq)lquZizo(l_wu)lwu} > min log max{(1—wg) wq,(1—wy ) wy }
Pmh = 10g L_ o 1 Zizo(l—wq—wu+w2)iw2 >0 ].Og (l—wq—wu+w2)iw2. )
WqtWwy —w2 og max( 350 (1~ Wq) e, 30 (1—wa) we } max{ (1—wq ) wq,(1—wy ) Wy }

where the right hand side is exactly the symmetrization of the “only bucket ¢” filters. By mono-
tonicity of (1—wy)w, and (1—wy,)w,, we can further argue that it is even possible to limit ourselves
to one of ¢ € {0, 00, log(wg/wy)/log((1 —wq)/(1 — w,))}, where the first gives Chosen Path, the
second gives Chosen Path on the complemented sets, and the last gives a balanced trade-off where
(1 — wy)wy = (1 — wy) wy.

5 Conclusion and Open Problems

For a long time there was a debate [65] about why MinHash worked so well for sets, compared
to other more general methods, like SimHash. It was a mystery why this method, so foreign to
the frameworks of Spherical LSF and Chosen Path could still do so much better. For asymmetric
problems like Subset Search, it was entirely open how far p could be reduced.

This paper finally solves the mystery of MinHash and unifies the ideas and frameworks of
FEuclidean and Set Similarity Search.
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By showing that supermajorities indeed solve the general problem optimally, we not only unify
and explain the performance of the previous literature, but also recover major performance im-
provements, space/time trade-offs, and the ability to solve Set Similarity Search for any similarity
measure.

We propose the following open problems for future research:

LSH with polylog time When parametrized accordingly, we get a data structure with eOWVlogn)
query time and n®") space. Using Spherical LSH one can get similar runtime, though with
a higher polynomial space usage. Employing a tighter analysis of our algorithm, the query
time can be reduced to ¢O((108 ”)1/3), which by comparison with we conjecture is tight for the
approach. A major open question is whether one can get O(l)?

Data-dependent Data-dependent LSH is able to reduce approximate similarity search problems
to the case where far points are as far away as had they been random. For (wgq, wy, w1, ws)-
GapSS this corresponds to the case wy = wqw,. This would finally give the “optimal”
algorithm for GapSS without any “non-data-dependent” disclaimers.

Sparse, non-binary data Our lower bounds really hold for a much larger class of problems,
including cosine similarity search on sparse data in R?. However, our upper bounds currently
focus on binary data only. It would be interesting to generalize our algorithm to this and
other types of data for which Supermajorities are also optimal.

Sketching We have shown that Supermajorities can shave large polynomial factors of space and
query time in LSH. Can they be used to give similar gains in the field of sketching sets under
various similarity measures? Can one expand the work of [55] and show optimality of some
intersection sketching scheme?
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Proof of Lemma 3.3

This proof in this section mostly follows [9], with a few changes to work with separate spaces @
and U.

Lemma Let Q and U be some spaces and Pou a probability distribution on ) x U. Consider
any list-of-points data structure for Pou-random instances of n points, which uses expected space
ntPu has expected query time nPa—on(Y) " and succeeds with probability at least 0.99. Letr,s € [1,00]
satisfy

(X,YE Pou F(X)g] < 1F oy I 1 pp)

for all functions f : Q@ - R and g : U — R. Then

1 1 1 1
*pq"i‘*,puZ*"‘*_la
T T T S

r

where v’ = I~ is the convex conjugate of r.
r—1
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Proof. Fix a data structure D, where A; specifies which dataset points are placed in L;. Addition-
ally, we define B; = {v|i € I(v)} to the set of query points which scan L;. We sample a random
dataset point v and then a random query point v from the neighborhood of u. Let

vi =Prv e B;|u € A

represent the probability that query v scans the list L; conditioned on u being in L;. The query
time for D is given by the following expression

T=>weB] |1+ [u € Al

1€[m)]

j€ln]
E[T)= ) PrlveB]+ Y ~wPrluc A]+(n—1) > Prluc A]Pr[ve B .
i€|m] i€[m]

i€[m]

We want to lower bound Pr[v € B;], so let 1 < r,s be any values such that Poy is (r,s)-
hypercontractive. We then get that

YiPrlu€ A =Prlue A; Av € Bjj
=E[[u € Aj][v € B

< |lfw € Al py) v € Billl,

(p2)
=Prluc A]Y*Pr[ve B]Y"

Hence we get that Pr[v € B;] >~/ Prju € AZ-]T/S/. We define 7, = Pr [u € 4] and get that

ET] 2 Z VZTZ/SI + Z YiTi + (n—1) Z VZ-TTHT/S/ :
i€[m]

i€[m] 1€[m)]

Since the data structure succeeds with probability v we have that

S mvi>Pr[Fiemlive Biue Al =y,
i€[m]

Since D uses at most S space we have that

S
1€[m)| 1€[m]

We then get that we want to minimize

1€[m]

BT =S "+ S vt =1 3 ir T = S i (7 (= 1y T
i€[m] i€[m] i€[m)]

given the constraints

Z Ti% =Y
1€[m]



First we fix (7;) ;e[ and minimize the function with respect to (7;);c|m]- Using Lagrange multipliers
this is equivalent to minimizing the function

f((%)ze Z ’Y i /e (n - 1 - T/s - Z Ti% — )
[m] [m]
We find the critical points V f = 0:

ry LT () /s 4 (n— 1)T<1_r/8) = \T;

K3 3

Z Ty =+ v’
i€[m]

2 =0

for all i € [m]. We note that since v > 0 then A > 0 and hence v = 0. The first inequality can be
rewritten as

71" 17_1" 1 — A
i i T(T-_T/s + (n . 1)7_i1—r/s)

(2

) \ r'/r
iTi =
T(Ti_r/s +(n— 1)Ti1_r/s)

Combining this with Z m] Ti%i =Y give us that

\ r'/r
Z (T(T'—r/s + (n B 1)7_'1—7"/s>> =7 =

i€[m] i

r'/r Y
A 1 -
Zle[m} (T(Tir/s (n 1) 1— r/s)>

r'/r
We define t; = ( 7 L = T/S> and get that
Ti

+(n—1
t;
ViTi = vm o
roro_ o ty
YT = W
We then get that our original function becomes
r ti —rjr t; ) o ) -

So we want to maximize

r'/r /s
1 T;
Z b = Z} (Ti—r/s + (TL . 1)Ti1—r/s> - ZZ (1 + (7’L _ 1)7_1,)7«//7“

1€[m] i€lm i€ [m)]

We now consider two different cases.
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Case 1. r > s. We know that ; <1 so we get that
Z TZ"//S L' (A/s=1/r)
< R
(14 (n—1)m)"/m — nr'/r

ie[m] i€[m]

Since r'(1/s — 1/r) > 0 then we can use the power-mean inequality to get

/ r'(1/s—1/r
7 (1/s—1/r) _om (Zie[m] Ti) (1/s—1/r)

nr'/r - nr/r m

1€[m]

n'/r \n

m'r”—'r’/s <S)T/(1/S_1/T)

_ T gsma
nr'/s

ST’/S'+T’(1/S—1/T)

nr’/s

S

nr'/s

where we have used that max {m, nzie[m] Ti} <S.

Case 2. r < s We find the derivatives

r'/s—1
7

1+ (n—D7)"" —(n—1)Z(1+ (n— 1)Ti)Tl/r*1tzl/s
1+ (n— 1)) /"

7,/tr"’/s—l 1 ,
EEECE s as <s<1 +(n = 1)mi) = (n — 1m>

/
r
a2

1
Case 2.1. r < s We note that the function is maximized when we set 7, = % =

m. This give us that

o/ <m<m>w/s s ()"

Z (1+(n*1)7'i)rl/r - (1+L>r//T < nr//S( s )7‘//7‘

i€[m] s—r

S—Tr

where we have used that m < S and n > 2.

S(n— 1)(s—r)

nr

m————--—-<—=>m<

(n—1)(s—r)

r 5
n

Case 2.2. r = s We note that the function is increasing in 7; so it is maximized when 7, = 1.
Then we get that

Z ; o Mmoo s S
(1 + (n _ 1)7'7;)7"//7“ - pr'/r o nr'/r o nr'/s



where we have used that m < S and r = s.

' /r : < g K

TL*l)Ti)T//T — pr'/s

2r /s /s
From this we note that if we set K = max< 1, (SST)} then Zie[m} | T

s—r

Now we can give the final lower bound on E [T:

—r/r’ r S i ry—r/r g—r/r' _r/s
B[T]>~"()_ )" >~ <n/K> ="K

1€[m]
From this we get the result we want
r r
Pq = _7“'(1 + pu) + S —on(l) &

1 1
;pq + Ppu

Vv
[
|
|
)
3
—~
—_
~—
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